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PREFACE 

In this book the author treats four fundamental and apparently simple prob­
lems. They are: the number of primes below a given limit, the approximate 
number of primes, the recognition of prime numbers and the factorization of large 
numbers. A chapter on the details of the distribution of the primes is included as 
well as a short description of a recent application of prime numbers, the so-called 
RSA public-key cryptosystem. The author is also giving explicit algorithms and 
computer programs. Whilst not claiming completeness, the author has tried to give 
all important results known, including the latest discoveries. The use of comput­
ers has in this area promoted a development which has enormously enlarged the 
wealth of results known and that has made many older works and tables obsolete. 

As is often the case in number theory, the problems posed are easy to under­
stand but the solutions are theoretically advanced. Since this text is aimed at the 
mathematicaIly inclined layman, as weIl as at the more advanced student, not all of 
the proofs of the results given in this book are shown. Bibliographical references 
in these cases serve those readers who wish to probe deeper. References to recent 
original works are also given for those who wish to pursue some topic further. 

Since number theory is seldom taught in basic mathematics courses, the author 
has appended six sections containing all the algebra and number theory required 
for the main body of the book. There are also two sections on multiple precision 
computations and, finaIly, one section on Stieltjes integrals. This organization 
of the subject-matter has been chosen in order not to disrupt the reader's line of 
thought by long digressions into other areas. It is also the author's hope that the 
text, organized in this way, becomes more readable for specialists in the field. Any 
reader who gets stuck in the main text should first consult the appropriate appendix, 
and then try to continue. 

The six chapters of the main text are quite independent of each other, and 
need not be read in order. 

For those readers who have a computer (or even a programmable calculator) 
available, computer programs have been provided for many of the methods de­
scribed. In order to achieve a wide understanding, these programs are written in 
the high-level programming language PASCAL. With this choice the author hopes 
that most readers will be able to translate the programs into the language of the 
computer they use with reasonable effort. 
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PREFACE 

At the end of the book a large amount of results are collected in the form 
of tables, originating partly from the author's own work in this field. All tables 
have been verified and up-dated as far as possible. Also in connection with the 
tables, bibliographical references are given to recent or to more extensive work in 
the corresponding area. 

The text is an up-dated version of an earlier book by the same author: "En 
bok om primtal," existing in Swedish only. 

The author is very much indebted to Richard Brent, Arne Fransen, Gunnar 
Hellstrom, Hans Karlgren, D. H. Lehmer, Thorkil Naur, Andrzej Schinzel, Bob 
Vaughan and many others for their reading of the manuscript and for suggest­
ing many improvements. Thanks are also due to Beatrice Frock for revising the 
English, and to the late Ken Clements for reading and correcting one of the last 
versions of the manuscript. 

The author wishes you a pleasant reading! 

Stockholm, February 1985 

PREFACE TO THE SECOND EDITION 

During the last ten years the science of computational number theory has seen 
great advances. Several important new methods have been introduced to recognize 
prime numbers and to factor composite integers. These advances have stimulated 
the author to add subsections on the applications of the elliptic curve method and on 
the number field sieve to the main text as well as two new appendices covering the 
basics of these new subjects.-Also, very many minor updatings and corrections 
of the text have been made. 

The author wishes to express his thanks to the many readers who have written 
during the years and proposed improvements of the text. Special thanks are going 
to Richard Brent, Fran~ois Morain, Peter Montgomery and in particular to Harvey 
Dubner and Wilfrid Keller, who all helped during various stages of the preparation 
of the new manuscript. 

Stockholm, June 1994 
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Symbol Meaning 

I(x) ~ g(x) I(x) is approximately equal to g(x) 
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qJ(n) 
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MN 
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[a, b] 

A(n) 

LCM [a, b] 

LHS 

(~) 

conjectured relation 

conjugate number: if a = p + q.Ji5, then a:= p - q.Ji5 

a is congruent to b modulus n 

a is not congruent to b modulus n 

continued fraction = a + ~ 

a divides b 

a does not divide b 

c+ -
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highest power of p dividing n, i.e. pa In, but pa+1 {n 

Euler's totient function = n pfi- I (Pi - 1) ,if n = n pfi 

the nth cyclotomic polynomial, having degree qJ(n) 

Euler's constant = 0.5772156649015328 ... 

greatest common divisor of a and b 

group of primitive residue classes modN 

integer part of x: L]l' J = 3, L -]l' J = -4 

the interval a ~x ~b 

Jacobi's symbol, defined if GCD(a, N) = 1 

Carmichael's function = LCM[A(pfi»);, if n = n pfi 

least common multiple of a and b 

left hand side 

Legendre's symbol, defined if p is an odd prime 
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NOTATIONS 

Meaning 

the logarithmic integral of x 

logex (e = 2.7182818284590452 ... ) 

logarithm to an unspecified base 

Mobius' function 

a is much larger than b 

a is much smaller than b 

"number sign": number of elements in a set 

the number of different prime factors of N 
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a prime number 

the largest prime factor of N 

the kth largest prime factor of N 

number of primes:::: x 
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the rational numbers 

the real numbers 

real part x of complex number z = x + iy 

right hand side 

summation symbol: L:7=, ai = a, + a2 + a3 + ... + an 

zeta-function of Riemann, S-(s) = L::', n-s 

group character 

the rational integers 
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CHAPTER 1 

THE NUMBER OF PRIMES BELOW A GIVEN LIMIT 

What Is a Prime Number? 

Consider the positive integers 1.2.3.4 •. ,. Among them there are composite 
numbers and primes. A composite number is a product of several factors f= 1. 
such as 15 = 3 ·5; or 16 = 2· 8. A prime p is characterized by the fact that its 
only possible factorization apart from the order of the factors is p = 1 . p. Every 
composite number can be written as a product of primes. such as 16 = 2·2·2·2.­
Now. what can we say about the integer I? Is it a prime or a composite? Since 1 
has the only possible factorization 1 . 1 we could agree that it is a prime. We might 
also consider the product 1 . p as a product of two primes; somewhat awkward 
for a prime number p.-The dilemma is solved if we adopt the convention of 
classifying the number 1 as neither prime nor composite. We shall call the number 
1 a unit. The positive integers may thus be divided into: 

1. The unit 1. 
2. The prime numbers 2. 3.5. 7.11.13.17.19.23 .... 
3. The composite numbers 4. 6. 8.9. lO. 12. 14. 15. 16 .... 

Frequently. it is of interest to study not only the positive integers. but all 
integers: 

... - 4. -3. -2. -1. 0.1.2.3.4 .... 

The numbers nand -n are called associated numbers. The number O. which is 
divisible by any integer without remainder (the quotient always being 0). is of a 
special kind. The integers are thus categorized as: 

1. The number O. 
2. The units -1 and 1. 
3. The primes ... -7. -5. -3. -2.2.3.5.7 •... 
4. The composite numbers ... - 9. -8. -6. -4.4.6. 8.9 .... 

Generally. when only the factorization of numbers is of interest. associated 
numbers may be considered as equivalent. therefore in this case the two differ­
ent classifications of the integers given above can be considered equivalent (if we 
neglect the number O).-We shall often find that the numbers 0 and 1 have spe­
cial properties in the theory of numbers which will necessitate some additional 
explanation. just as in the above case. 
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THE NUMBER OF PRIMES BELOW A GIVEN LIMIT 

The Fundamental Theorem of Arithmetic 

When we were taught at school how to find the least common denominator, LeM, 
of several fractions, we were actually using the fundamental theorem of arithmetic. 
It is a theorem which well illustrates the fundamental role of the prime numbers. 
The theorem states that every positive integer n can be written as a product of 
primes, and in one way only: 

s 
at a'2 as n a; n = PI P2 ... Ps = p;. (1.1) 

;=1 

In order that this decomposition be unique, we have to consider, as identical, 
decompositions that differ only in the order of the prime factors, and we must also 
refrain from using associated factors.-Having done much arithmetic, we have 
become so used to this theorem that we regard it as self-evident, and not necessary 
to prove. This is, however, not at all the case, and the reader will find a proof on 
p. 261 in Appendix 2. In Appendix 3 an example is given which shows why the 
proof is a logical necessity. And on p. 295 an arithmetic system is constructed 
which resembles the ordinary integers in many ways, but in which the fundamental 
theorem of arithmetic does not hold.-As a matter of fact, the logical necessity for 
a proof of the fundamental theorem was recognized by Euclid, who gave the proof 
of the almost equivalent Theorem A2.1 on p. 261. 

Which Numbers Are Primes? The Sieve of Eratosthenes 

All the primes in a given interval can be found by a sieve method invented by 
Eratosthenes. This method deletes all the composite numbers in the interval, 
leaving the primes. How can we find all the composites in an interval? To check 
if a number n is a multiple of p, divide n by p and see whether the division leaves 
no remainder. This so-called trial division method for finding primes is much 
too laborious for the construction of prime tables when applied to each number 
individually, but it turns out that only one division by each prime p suffices for the 
whole interval. To see why this is so, suppose that the first number in the interval 
is m, and that m - 1 = p . q + r, with 0 ::s r < p. Then, obviously, the numbers 

m - 1 - r + p, m - 1 - r + 2p, m - 1 - r + 3p, ... 

are precisely those multiples of p which are 2: m. Thus all multiples of p can 
be identified by one single division by p and the number of divisions performed 
for each number examined will be reduced accordingly. This saves much labor, 
particularly if the interval is long. 

Which values of p need to be tested as factors of any given number n? It 
obviously suffices to test all values of p ::s.jii, since a composite number n cannot 
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have two factors, both > ./ii, because the product of these factors would then 
exceed n. Thus, if all composite numbers in an interval m ::: x ::: n are to be sieved, 
it will suffice to cross out the multiples of all primes :::./ii (with the possible 
exception of some primes in the beginning of the interval, a case which may occur 
if m ::: ./ii). Using these principles, we shall show how to (:onstruct a table of 
primes between 100 and 200. Commence by enumerating all integers from 100 to 
200: 100,101, ... ,199,200. The multiples to be crossed out are the multiples of 
all primes ::: .J200, i.e., of the primes p = 2, 3, 5, 7, 11 and 13. First, strike out 
the multiples of 2, all even numbers, leaving the odd numbers: 

101, 103, lOS, ... , 195, 197, 199. 

Next delete all multiples of 3. Since 99 = 3 . 33 + 0, the smallest multiple of 3 in 
the interval is 99 + 3 = 102. By counting 3 steps at a time, starting from 102, we 
find all multiples of 3 in the interval: 102, 105, 108, 111, ... When we are working 
with paper and pencil, we might strike out the multiples of 5 in the same round, 
since these are easy to recognize in our decimal number system. After this step 
the following numbers remain: 

101, 103, 107, 109, 113, 119, 121, 127, 131, 133, 

137, 139, 143, 149, 151, 157, 161, 163, 167, 169, 

173, 179, 181, 187, 191, 193, 197 and 199. 

Next, we must locate the multiples of7, 11 and 13. These are 119,133,161 (the 
remaining mUltiples of7), 121, 143, 187 (the remaining multiples of 11) and 169 
(the remaining multiple of 13). The 21 numbers now remaining, 

101, 103, 107, 109, 113, 127, 131, 137, 139, 149, 151, 

157, 163, 167, 173, 179, 181, 191, 193, 197 and 199, 

are the primes between 100 and 200. This example demonstrates the fact that it 
requires approximately the same amount of work to constru(;t a prime table as it 
would take to devise a table for the smallest factor of each number for a given 
interval. After having made some simple modifications increasing the efficiency 
of the sieve of Eratosthenes described above, D. N. Lehmer at the beginning of 
this century compiled and in 1909 published the largest factor table [1] and the 
largest prime table [2] ever published as books. These cover the integers up to 
10,017,000. It is unlikely that more extensive factor tables or prime tables will 
ever be published as books since, with a computer, the factorization of a small 
number is much faster than looking it up in a table. Before the era of computers a 
considerable amount of work was invested in the construction of prime and factor 
tables. Most famous of these is probably Kulik's manuscript, containing a table of 
the smallest factor of each number up to 108• The manuscript, of which parts have 
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been lost, was never published. Before computers became readily available, a lot 
of effort was spent on big prime table projects. For example, in 1956-57 the author 
of this book compiled a prime table for the interval 10,000,000-70,000,000. The 
computations were performed on the vacuum-tube computer BESK, which had an 
addition time of 56 micro-seconds. To sieve an interval containing 48,000 integers 
took 3 minutes of computing time. The output from the BESK was a teletype 
paper tape which had to be re-read and printed by special equipment, consisting 
of a paper tape reader and an electric typewriter. 

Finally, in 1959, C. L. Baker and F. J. Gruenberger published a micro-card 
edition of a table containing the first six million primes [3]. This table comprises 
all the primes below 104,395,289. In addition, there exist printed tables for the 
primes in certain intervals, such as the l000:th million [999 . 106, 109], see [4], 
and the intervals [10", 10" + 150,000] for n = 8, 9, ... , 15, see [5]. 

General Remarks Concerning Computer Programs 

For all numerical work on primes it is essential to have prime tables accessible in 
your computer. This may be achieved by the computer generating the primes by 
means of the sieve of Eratosthenes, and then either immediately performing the 
computations or statistics required on the primes, or compressing the prime table 
generated in a way suitable for storing in the computer and then performing the 
necessary computation or statistics. 

We shall provide a number of algorithms in this book (i.e., schemes for 
calculating desired quantities). These will be presented in one or more of the 
following forms: 

1. Verbal descriptions. 
2. Mathematical formulas. 
3. Flow-chart diagrams. 
4. Computer programs in PASCAL. 

The choice of the high-level programming language PASCAL has been made 
because this language is simple, reasonably well-known, and close to the math­
ematical formulas which are to be transformed into computer programs. There 
are, however, some minor differences between the various versions of PASCAL in 
use, in particular concerning the input and output routines; hopefully this will not 
cause any great obstacle. The version of PASCAL used in this book is Standard 
PASCAL. It is the author's hope that readers trained in computer programming 
will be able to transform the PASCAL programs presented in this book into the 
language of their choice without undue difficulty. 

All the programs in this book have been collected in a package, which can 
be obtained by anonymous ftp from the site ftp. nada. kth. se in the directory 
Num. The package is named riesel-comp. tar. 
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A Sieve Program 

For a sieve to operate on the interval [m, nl, we require all the primes up to 
Ps, the largest prime :s L.JiiJ, where LxJ denotes the integer part of x. We 
assume that these have already been computed and stored in a one-dimensional 
array, Prime [1: s], with Prime [1] : =2, Prime [2] : =3, Prime [3] : =5, ... , 
Prime [s] : = the sth prime. Now, in order to simplify the computer program, we 
shall work only with the odd integers. Without loss of generality, let both m and n 
be odd (if this is not the case to begin with, we may change m and n during the input 
part of the program, if we really want the program to work also for even values 
of m and/or n). Next we give each of the (n - m + 2) /2 odd integers between m 
and n, inclusive, a corresponding storage location in the fast access memory ofthe 
computer. This may be a computer word, a byte, or even a bit, depending on the 
level on which you are able to handle data in your computer. We shall call the array 
formed by these storage locations Table [1: (n-m+2) /2], where (n - m + 2)/2 
is the number of elements in the array (its dimension). Suppose that these storage 
locations are filled with ZEROs to begin with. Each time we find a multiple of 
some prime :s "jiii, we shall put the number 1 into the cOlTesponding storage 
location. Here is a PASCAL program to do this for an interval [m, nl below 1000: 

PROGRAM Eratosthenes 
{Prints a prime table bet~een odd m and n < 1000} 
(Input, Output) ; 
LABEL 1; 
CONST imax=ll; jmax=500; 
VAR Prime: ARRAY[l .. imax] OF INTEGER; 

Table: ARRAY[l .. jmax] OF INTEGER; 
m,n,p,p2,q,i,j,start,stop : INTEGER; 

BEGIN 
Prime [1] :=2; Prime[2]:=3; 
Prime [5] :=11; Prime[6]:=13; 
Prime[9]:=23; Prime [10] :=29; 

Prime [3] :=5; Prime[4]:=7; 
Prime[7]:=17; Prime[8]:=19; 
Prime [11] : =31; 

write('Input m and n: '); read(m,n); 
stop:=(n-m+2) DIV 2; 
FOR i:=2 TO stop DO 

BEGIN p:=Prime[i]; p2:=p*p; 
IF p2 < m THEN 

BEGIN q:=2*p; start:=(m DIV q)*q+p; 
{start is the odd multiple of p 

which is closest to m} 
IF start < m THEN start:=start+q 

END 

5 



THE NUMBER OF PRIMES BELOW A GIVEN LIMIT 

ELSE start:=p2; 
IF p2 > n THEN GOTO 1 ELSE 

BEGIN j:=(start-m) DIV 2 + 1; 
WHILE j <= stop DO 

BEGIN {Here the odd multiples of p are 
marked:} Table[j]:=l; j:=j+p 

END 
END 

END; 
1: {When arriving at this point, the elements of Table 

corresponding to the primes have the value 0, the 
others have the value 1} 

FOR i:=l TO stop DO 
IF Table[i]=O THEN write(m+2*i-2:4) 
{Here the prime table generated is printed out} 

END. 

The table of small primes required by this program is built up by the state­
ments atthe beginning: Prime [1] : =2; ... Prime [11] : =31; When dealing with 
a larger interval it is practical also to produce the table of small primes required 
by a sieving program rather than defining them arithmetically. The only neces­
sary augmentation of the program in that case involves starting at the beginning 
of the generated table, searching for the next entry = 0, and replacing this ZERO 
with the corresponding integer, which is the next prime.-Since it is convenient 
to have computations of general interest, such as sieving with the primes, readily 
available as computer procedures, we also give below a modified version of the 
above sieve program, writen in the form of a PASCAL procedure primes, which 
generates the odd primes in the interval [3, n], n odd. Since it is the first time we 
show a PASCAL procedure we provide a complete program Prime generator 
containing this procedure to enable the reader to understand the context in which 
a PASCAL procedure should be written. The following program reads an odd 
integer m < 1000, and generates and prints all odd primes below m: 

PROGRAM Primegenerator 
{Generates and prints the primes up to m < 1000, m odd} 
(Input, Output) ; 
CONST n=500; 
TYPE vector=ARRAY[O .. n] OF INTEGER; 
VAR Table: vector; i,j,m : INTEGER; 

PROCEDURE primes(n : INTEGER; VAR Prime 
LABEL 1; 
VAR i,j,k,p,p2,stop : INTEGER; 
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BEGIN 
stop:=(n-1) DIV 2; j:=l; 

1: FOR k:=j TO stop DO 
IF Prime[k]=O THEN {The next prime for sieving 

has been obtained} 
BEGIN p:=2*k+1; j:=k+1; p2:=p*p; 

IF p2 <= n THEN BEGIN 
i:=(p2-1) DIV 2; WHILE i <= stop DO 

BEGIN Prime[i]:=l; i:=i+p END; 
GOTO 1 END END; 

{When arriving here all elements of the array Prime 
corresponding to the primes beloy m havl3 the value 
0, the others have the value 1} 

END {primes}; 

BEGIN 
yrite('Input m: '); read(m); primes(m,Table}; 
j:=(m-1) DIV 2; 
FOR i:=l TO j DO IF Table[i]=O THEN yrite(2*i+1:4); 

END. 

With computer programs of the type shown above, it is possible to investigate 
properties of the series of primes, depending on all the individual primes as high 
as 3 . 1011. see for instance [6] or [6']. 

Exercise 1.1. Primes in intervals. Write a program for your computer, that performs the 
foHowing: Read two (odd) integers m and n ~ m. Generate an array containing the odd 
primes below ./ii. Sieve out all composites between m and n by the sieve of Eratosthenes, 
utilizing the array of primes below./ii. Print the primes between m and n and their numbers, 
equalling ;rr(n) - ;rr(m - I), where the function ;rr(x) is defined on p. \0 below. Suitable 
test values are: (m, n) = (99,201), (12113,12553) (check the computer's answer against 
the last column of Table 1 on p. 377), (9553, 9585) (an interval entirely without primes). 
More test values can be picked from Tables 2 and 3. 

Compact Prime Tables 

If the prime table generated by the computer needs to be kept for later use or 
perhaps for output, the information can be given in a rather compact form. The 
simplest method is to store the sequence of ZEROs and ONEs representing the 
status (composite or prime) of all the odd numbers. Please note that this time we 
denote the primes by ONEs! A table of primes below 107 in this representation 
will appear as 

0111011011 01001 1001011010 01001 10010 11001 01001 00010 1101 
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Here the first five entries in the table, viz. 0, 1, 1, 1,0, correspond to the integers 
1,3 (=prime), 5 (=prime), 7 (=prime) and 9. The final four entries show that 101, 
103 and 107 are primes, while 105 is a composite number. 

Since most computers are binary, it is convenient to store this sequence of 
ZEROs and ONEs (bits) in computer words, where the number of bits per word 
depends upon the computer's word-size. Thus, in a 36-bit computer we could store 
a table of the primes among 36 consecutive odd numbers in one computer word. 
(It might actually be much easier to use only 35 of the 36 bits available, at least 
when programming in a high-level language.) 

This method of storing primes is rather simple. We can, by eliminating also 
the multiples of 3 and 5 in our example, compress the prime tables even more, but 
at the cost of working with a more complicated pattern. We are then left with all 
numbers of the forms 

30k + 1, 30k + 7, 30k + 11, 30k + 13, 30k + 17, 30k+ 19, 30k +23, and30k+29 

i.e., with only 8 numbers out of 30. Thus, we need to store only one bit for 8 
odd numbers out of 15, or just about half of them. By removing also multiples 
of 7, 11 and 13, we can further reduce the storage required by a factor of ~ . 
W . H = 0.72. If we do so, however, the pattern of the remaining integers is 
quite complicated and repeats periodically after as many as 5760 steps, leading to 
some tricky computer programming as well as to a time-consuming table look-up 
function.-Thus, optimal efficiency requires balancing how large the prime table 
to be stored against how much computational work required each time a table 
look-up is requested. A reasonable compromise is to exclude only multiples of 3 
saving 113 of the storage otherwise needed, i.e., to store one bit of information for 
each of the numbers 6k ± 1 only. The sequence of primes between 5 and 107 in 
this representation will be 

11111 11011 01111 01011 01110 11010 01111 

which is the sequence previously shown with each third bit removed, the removal 
starting with the second bit, corresponding to the number 3. The leading zero, 
corresponding to the number 1, has also been removed. The final 5 bits in the 
string shown represent the character (prime or composite) of the numbers 95, 97, 
101,103 and 107. 

In a 36-bitcomputer, the primes in an interval from 105k to 105(k+ 1) can thus 
be stored in 35 of the 36 bits of a computer word. This string of bits may be reversed 
and printed out as an integer < 235 • A prime table up to 105 x 100 = 10500 looks 
rather strange when printed out in this way (see next page). The reader should 
compare this with the prime table up to 12553 provided at the end of this book. 
The table printed there contains slightly more information than the print-out on 
next page, as the print-out here comprises all the primes up to 10499 only. On a 
3.5 inch magneto-optical disk, having a storage capacity of 128 Mbytes, there is 
enough room to store the primes up to about 3,000,000,000 in this way. 
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Compact prime table up to 10500 (to be read horizontally) 

32596917119 19221276355 32294916984 27056746064 13260585324 
19153906256 11044217692 10628959443 23930632312 27274595010 
12929300524 09758853778 21477751664 18735703058 06820532604 
01946775235 27961930040 10687629457 28253630548 10613958227 
25803963148 26662686226 21859162944 17449165506 06723734372 
27325713986 26053724260 09204998354 06548095832 00563096657 
30104951352 26603773969 32489161484 18886509697 30344308812 
10336150736 06524317784 08657858241 13223332700 17248824849 
02496475956 09263457856 27997067788 17534371331 12956543856 
18014274691 30375432704 09021230674 17224718372 01007756482 
06518293316 01562192512 10744524916 10695737491 00048255592 
27610139283 21483511888 27182047424 17255969348 26401637587 
02460821844 00154165328 02423076900 10092832833 25850294296 
00746875411 02489932592 01755325507 28234041380 26190874626 
21544575008 27592828609 00369648472 01896680659 27988934752 
00294462083 21785479944 18472241811 32321401632 01688470608 
04297614176 10219687506 11113138744 26578275025 08600449332 
09084889235 27959757100 26452510928 15137323024 02040873601 
06782734684 18550637056 17558145328 18936318161 10776021528 
10336339456 06816596588 09070971010 04330713676 18395700226 

Hexadecimal Compact Prime Tables 

A related method, proposed by Weintraub, is to store the primes by using one 
hexadecimal symbol to denote the pattern of primes in each interval of the form 
[10k, 10k + 9], k = 1,2,3, ... Thus the primes between 20 and 29 are stored as 
0101 = 5, since 21 is composite (0), 23 is prime (1), 27 is composite (0) and 29 is 
prime (1). The primes between 10 and 99 are in this way stored as F5AE5AD52. 
(The hexadecimal symbols have the values A=IO, B=l1, C=12, 0=13, E=14 and 
F=15.) The storage capacity required is 4 bits out of each 10 numbers. 

Difference Between Consecutive Primes 

The method demonstrated above is not the only means of storing the primes in 
compact form. An alternative is to store (PHI - Pi)/2. The table on p. 80 
shows how large these values can become. This is convenient if we wish to run 
sequentially through the list of primes (e.g. for trial division by all small primes). 
The number of bits needed for each prime stored in this manner is 6, 8, or 9, for 
n up to 106, 109 , and 1012 , respectively. Taking the number of primes up to these 
limits into account, this leads to storage requirements of 59 kbytes, 51 Mbytes, 
and 42 Gbytes, respectively. 
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The Number of Primes Below x 

The number of primes ~ x, ]'( (x), is an important number-theoretic function. Thus 
]'(2) = 1 because we count 2 as the first prime, ]'((10) = 4 and ]'(.Jl000) = 11, 
since there are 11 primes ~ 31.6. To calculate arithmetically the exact number 
of primes below a given limit is an extremely complicated and labour-consuming 
task, as we shall see, and the early computations of ]'( (x) were carried out simply 
by counting the number of primes in existing prime tables. But since those early 
prime tables were not free from errors, the results of the computations of ]'( (x) by 
this method were somewhat unreliable. 

As mentioned above, the existing formulas for rr(x) are quite complicated. 
The simplest (but unfortunately also the most labour-consuming) was found by 
Legendre, and reads 

1 + ]'(x) = ]'(v'x) + LxJ - L l~J + L l~J 
Pi:S'/x P, Pi<Pj:S'/x P,P} 

(1.2) 

where LzJ denotes the integer part of z. Legendre's formula is almost self-evident. 
It uses the idea that 

1 + the number of primes = the number of all integers -
- the number of composites in the interval [1, x]. 

The term Lx / P J enumerates the integers divisible by P in this interval, since 
Lx / P J = n if and only if np ~ x < (n + 1) p. Since all composite numbers in the 
interval [I, x] have some prime factor ~ Jx, there are obviously Lpi:s'/x Lx / P;J 
multiples of primes ~Jx in this interval. However, we must not count the multiples 
1 . Pi as composites; that is why the term ],(Jx) has been added. This reasoning 
accounts for the first three terms in the right-hand-side of the formula. Where do 
the rest come from? Some of the composites in [1, x] are divisible by two of the 
primes ~ Jx, Pj as well as Pi. These composites will be counted twice when 
computing the sum L Lx / Pi J; since any integer of the form api Pj will count as a 
multiple of Pi as well as a multiple of Pj. That is why the total has to be corrected 
by again adding the number of integers having this particular form, which is carried 
out by the next term in the formula, L Lx / Pi Pj J. As a result of this new term, 
all those integers in [1, x] that happen to be divisible by three different primes, all 
~Jx, now will not be subtracted at all. This omission has to be corrected, which 
explains the next term in (1.2), and so forth. 

In order to understand the formula better, let us, as an example, compute 
rr(lOO) and ]'(200) and check with the number of primes between 100 and 200, 
rr(200) - ]'((100) = 21 which we have found on p. 3 by the sieve of Eratosthenes. 
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Legendre's formula gives 

l lOOj ll00j ll00j l100j ll00J n(I00) = n(10) + 100 - 2 - 3 - 5 - -::;- + 2.3 + 

+ l~~J + l~~J + l;~J + l;~J + l;~J -l2~~5J­

-l2~~7J-l2~~7J-l3~~7J+l2.;~~J-l= 
= 4 + 100 - 50 - 33 - 20 - 14 + 16 + 10 + 7 + 6 + 4 + 2-

- 3 - 2 - 1 - 0 + 0 - 1 = 25. 

When x = 200, the primes 11 and 13 also come into play. This gives 66 different 
terms in all, of which, however, quite a few are equal to 0: 

n(200) = n(l4) + 200 - 1 - 100 - 66 - 40 - 28 - 18 - 15 + 33+ 

+W+14+9+7+13+9+6+5+5+3+3+2+2+ 
+ 1 - 6 - 4 - 3 - 2 - 2 - 1 - 1 - 1 - 1 - 1 -- 1 - 1 = 46, 

finally yielding 
n(200) - n(I00) = 46 - 25 = 2l. 

Note that this computation agrees with the value found earlier for the number of 
primes between 100 and 200. 

As is obvious from these examples, Legendre's formula as it stands is im­
practicable for the computation of n (x) for large values of x. The large number of 
terms makes the computation difficult to organize. By various tricks, however, it 
is possible to collect some of the terms into partial sums and thus arrive at a more 
feasible calculus. The first efforts in this direction were already made by Legen­
dre himself, who managed to compute n(1, 000, 000). The value he found was 
not completely correct which tells us something about the difficulties involved in 
these kinds of computations. Thus Legendre [7] found n (l06) to be 78,526 instead 
of 78,498. The erroneous prime tables that existed at his time displayed 78,492 
primes. 

The next important progress in the counting of primes was made by Meissel 
who, with an efficient modification of Legendre's formula, computed n(x) for, 
among other values, x = 107 , 108 and 109. However, Meissel's computations are 
not free from errors. For instance, in 1885 Meissel published the value 50,847,478 
for n(l09) and this is probably the most often quoted faulty value in the literature 
on primes. This error passed unnoticed for a long time and was revealed by 
D. H. Lehmer only in 1958, the correct value of n(109) being 50,847,534. 
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Further progress was not made until the era of computers. Even with aid of 
a computer, Meissel's formula leads to time-consuming computations which have 
necessitated further reduction of the labour involved. Efforts to achieve this have 
been made primarily by D. H. Lehmer [8], by David Mapes [9] and, more recently, 
by J. C. Lagarias, V. Miller and A. M. Odlyzko [10], [II]. We shall now describe 
their work. 

Meissel's Formula 

Meissel's formula and its generalizations are based on a detailed analysis of those 
integers Pk (x, a) in the interval [1, x] which can be written as products of precisely 
k (not necessarily distinct) prime factors> Pa, the ath prime. If k is successively 
given the values 1, 2, 3, ... , these expressions will account for all integers in [1, x] 

which have no factor ::s Pa. The Lx J integers in the interval [1, x] are thus 

1. The integer 1. 
2. The a first primes, PI = 2, P2 = 3, ... , Pa. 

3. LI::9SOLx/PiJ - LI:5i<jso lx/piPjJ + ... - a composites having at least 

one prime factor ::s Pa. 
4. PI (x, a) = rr (x) - a primes P, where Pa < P ::s x. 

5. P2(X, a) integers n = PiPj ::sx, with a + l::Si ::sJ. 
6. P3(X, a) integers n = Pi Pj Pk ::sx, with a + 1 ::si ::s j ::sk, and so on. 

Since this accounts for all the integers in [I, x] we find 

1+ I~a l;i J ~:5t1:5a lp;pJ ~:5i~kSO lPi~pJ - ... + 

+ rr(x) - a + P2(X, a) + P3(X, a) + ... = LxJ. (1.3) 

How many of the terms P2(X, a), P3(x, a), ... have to be written down? This 
depends on the value of a chosen. If a is chosen so large that Pa+1 > ./i, then 
P2 (x, a) will equal 0, since Pi Pj > ./i./i = x for all i, j ~ a + 1. In this 
case the original formula of Legendre, (1.2), reappears. If a is chosen such that 
x l / 3 < Pa+1 ::SXI/2, P2(X, a) will contain some terms, but P3(X, a) will be an empty 
sum, since Pi Pj Pk will then be > x 1/3 X 1/3 X 1/3 = x. Generally, P, (x, a) = 0 and 
P,_I (x, a) =1= 0, if a is chosen such that xii' < Pa+1 ::s x l /(,-I). From this we find 
it natural to choose a as rr(x 1/,) for some suitable value of r, since with such a 
choice Pa+ I will just exceed x l /, , and the formula will break off at a certain point 
with the smallest value of a possible. 

Evaluation of Pk (x, a) 

P2 (x, a) is defined above as the number of integers in the interval [1, x] which are 
products of two primes Pi and Pj, with a + 1 ::s i ::s j. Considering one prime 
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factor at a time, we have 

P2(X, a) = the number of integers Pa+IPj ::: x with a + 1 ::: j 

+ the number of integers Pa+2Pj ::: x with a + 2 ::: j 

+ ... 

= rr (_X ) _ a + rr (~) - (a + 1) + ... 
Pa+1 Pa+2 

= L {rr (;J -(i - 1) }, for Pa < P; ::: Jx. 

Now, suppose we choose a < rr(.jX), the value of which we shall call b for the 
sake of brevity; then the above sum may be written 

P2(X, a) = .t {rr (~) - (i - 1)} = 
,=a+! p, 

= _ (b -a)(b2 + a-I) + t rr (~~) . (1.4) 

;=a+1 p, 

Here the sum of i-I has been calculated with the well-known summation formula 
for an arithmetic series. If we now choose a = rr(x!/3) = c, in order to make 
P3(X, a) and the higher sums = 0, we obtain Meissel's formula 

rr(x) = LxJ - t l~J + L l~J -... + 
;=1 p, I~;<j~c P,PJ 

+ (b + c - 2~(b - c + 1) _ L rr (~) . (1.5) 
c<;~b p, 

Lehmer's Formula 

In the deduction of Meissel's formula we had to analyse the sum P2(X, a). If we 
carry the general formula (1.3) one step further, we arrive at Lehmer's formula. 
To achieve this we need to analyse the term P3 (x, a) which may be described as 

P3 (x , a) = the number of products Pa+ 1 Pj Pk ::: x with a + 1 ::: j ::: k 

+ the number of products Pa+2Pj Pk ::: x with a + 2::: j ::: k 

+ ... 

= P2 (_x ,a) + P2 (~,a) + ... = LP2 (~.a). 
Pa+! Pa+2 i>a p, 
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THE NUMBER OF PRIMES BELOW A GIVEN LIMIT 

Introducing the notation bi = 7r(JX/pi), formula (104) gives 

P3(X, a) = L P2 (~, a) = t t {7r (~) - (j - o}. (1.6) 
i>a P, i=a+1 j=i P, P, 

Here we have assumed that a < c = 7r(x l / 3), in order that P3 (x, a) at all contains 
terms> O. Now, finally putting a = 7r(xI/4) leads to the formula D. H. Lehmer 
has used in [8]: 

7r(X)=LXJ-tl~J + L l~J _ ... +(b+a-2)(b-a+l) 
i=1 P, l:"Oi<j::'a P,P, 2 

- L 7r (~) - t t {7r (~) - (j - o} . (1.7) 
a <i:"Ob P, i=a+1 j=i P, p, 

Computations 

The most labour-consuming part of the computations done by Meissel and Lehmer 
is still the "Legendre-sum" 

¢(x, a) = LxJ -"l~J + "l-x J -"l-x-J +... (1.8) ~ Pi ~ PiPj ~ PiPjPk 

which counts the positive integers :s x, not divisible by anyone of the first a 
primes PI, P2, ... , Pa. Even if the summations have to be extended only over all 
primes :s x l/3 in Meissel's formula and only over all primes :s xl/4 in Lehmer's 
formula, as compared with x 112 in Legendre's formula, the labour for large values 
of x is tedious without using further tricks, which we shall now describe. 

Since ¢ (x, a) is defined as the number of integers :s x, not divisible by any 
of the primes Ph P2, ... , Pa, the following recursive formula holds 

¢ (x, a) = ¢ (x, a - 0 - ¢ (:a ' a-I) . (1.9) 

This formula expresses the fact that the integers not divisible by any of the primes 
PI. P2, ... , Pa are precisely those integers which are not divisible by any of 
PI, P2, ... , Pa-I, with the exception of those which are not divisible by Pa. 

Using formula (1.9) repeatedly, we can break down any ¢ (x, a) to the com­
putation of ¢ (x, 1) which is the number of odd integers :s x. However, because 
the recursion has to be used many times, the evaluation is cumbersome. It is far 
better to find a way to compute ¢ (x, k) for some reasonably large value of k, and 
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COMPUTATIONS 

then break down the desired value ¢ (x , a) just to ¢ (x, k) and no further. This 
can be achieved in the following way: The pattern of multiples of the primes 
Ph P2, ... , Pk repeats itself with a period oflength of mk = PIP2 ... Pk. With 
Legendre's formula we now easily find for x = mk: 

= mk _ '""" mk + '""" mk _ ... = 
~ Pi ~ PiPj 

= mk (1 -~) (1 -~) ... (1 -~) = n(Pi - 1) = cp(mk) (1.10) 
PI P2 Pk i=1 

It is because all the quotients in the first line are integers that: we are allowed to 
remove all integer-part operators and perform the simplification. As a consequence 
of (1.10) and of the periodicity we find the formula 

¢(s· mk + t, k) = s· cp(mk) + ¢(t, k), (1.11) 

where t can be chosen between 0 and mk. Further, if t > md2, we can use the 
periodicity and the symmetry of the mUltiples about the point 0 to find 

(1.12) 

Thus, a quick way to have access to ¢ (x, k) for any x is to create a table of ¢ (x, k) 
up to mk/2. This is readily accomplished by first running a sieve program up to 
mk/2 for the primes PI, P2, ... , Pko by means of which aU multiples of these 
primes are marked. Following this a second program is run, which accumulates 
the number of integers not marked by the sieve program as multiples of any of the 
primes in question. For k = 4 we have mk = 2·3·5·7, mk/2 = 105, and the 
table constructed becomes 

Critical table of c/J (x, 4) 

1 1 19 5 37 9 53 13 71 17 89 21 

11 2 23 6 41 \0 59 14 73 18 97 22 

13 3 29 7 43 11 61 15 79 19 HIl 23 

17 4 31 8 47 12 67 16 83 20 103 24 

The table is organized as a so-called critical table, which means that infor­
mation is stored only when the function changes its value. Thus, for instance, we 
find from the table that ¢ (x, 4) = 12 for all x, where 47 ~ x < 53. 
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A computer program for evaluating ¢ (x, a) can now be written, based on the 
following principles: 

1. Place the first a primes, 2, 35, ... , Pa, in an array, Prime [1: a] ,just as we 
did to prepare for the Eratosthenes sieve program. 

2. Modify the sieve program previously given, in order to sieve only with the 
primes::::: Pa. 

3. Sieve the interval from I to ma/2 = PZP3 ... Pa. As before, store only the 
odd integers of this interval. 

4. Count the zeros below x for all x in the interval [1, ma /2] in order to find 
¢ (x , a) = the number of integers ::::: x, untouched by the sieve. At this stage 
you have generated a table of ¢(x, a) for all x in 1 ::::: x ::::: ma/2. 

5. Apply the formulas (1.11) and (1.12). 

A computer program performing steps 1-5 could resemble 

PROGRAM phixa {Computes phi(x,a) for a=5} 
(Input, Output) ; 
LABEL 1; 
CONST a=5; ma=2310; {ma=p[lJ* ... *p[aJ} 

ma2=1155; {ma2=ma\2} stop=578; 
{Since phi(x,a) never alters its value at even x, 
full information about phi(x,a) is retained if 
phi(x,a) is stored at odd values of x only. The 
number of elements required in tabphia is stop} 

phima=480; {phima=phi(ma,a)=prod(p[i]-l) for i=l, ... ,a} 
VAR Prime ARRAY[l .. a] OF INTEGER; 

tabphia ARRAY[O .. stopJ OF INTEGER; 
i,j,s,x INTEGER; 

FUNCTION phia(x : INTEGER) : INTEGER; 
{For x<O, phi(x,a) is defined as -phi(-x,a). That is 

why abs(x) and sign(x)=abs(x) DIV x appear!} 
VAR r,z : INTEGER; 
BEGIN 

r:=abs(x) MOD ma; z:=(abs(x) DIV ma)*phima; 
IF r < ma2 

THEN z:=z+tabphia[(r+1) DIV 2J 
ELSE z:=z+phima-tabphia[(ma-r) DIV 2]; 

phia:=abs(x) DIV x * z 
END phia; 

BEGIN 
Prime[2J:=3; Prime [3] :=5; Prime[4]:=7; Prime[5]:=11; 
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FOR i:=2 TO a DO 
BEGIN j:=(Prime[i]+l) DIV 2; 

WHILE j <= stop DO 
BEGIN tabphia[j]:=l; j:=j+Prime[i] END 

{Here the sieving is performed} 
END; 

5:=0; FOR i:=l TO stop DO 
BEGIN IF tabphia[i]=O THEN 5:=5+1; tabphia[i]:=s END; 

{Here the sum of ZEROs is accumulated, and the table 
phixa, needed in the integer procedure phia(x) , is 
ready for use} 

1: write('Input x: '); read(x); 
IF x <> 0 THEN 

BEGIN 
writeln('phi(',x:5,',',a:1,')=',phia(x):5); GOTO 1 

END 
END. 

For the sake of brevity we have presented a program only for the computation 
of cjJ (x, a) for a = 5. It is evident which changes have to be made in order for the 
program to work for a different value of a. In a program for computing the number 
of primes, however, the function cjJ (x, a) will be required not only for a = 5, but 
for all values of a up to some limit. In such a case the computer program must 
incorporate aU the corresponding PASCAL functions as well as the auxiliary tables 
needed. 

If, for a large value of a, the resulting computation of cjJ (x , a) exceeds the 
storage capacity of the computer, then formula (1.9) may be used. It leads to 
program statements such as 

phi6:=phi5(x)-phi5(x/13); phi7:=phi6(x)-phi6(x/17); ... 

preferably written within functions so that they can be caUed in succession. AU 
these functions phia (x) may then be combined to form the two-variable function 
phi(x, a). Moreover, for large values of a, the basic formula (1.3) can be run 
backwards: 

cjJ(x, a) = 1 + JT(x) - a + P2(X, a) + P3(x, a), for Pa < X < P!+l' (1.13) 

if we truncate (1.3) after the term P3(X, a), just as we did previously in Lehmer's 
formula. 

Exercise 1.2. A computer program for cp(x, a). Write a FUNCTION phi (x,a), covering 
a ~ 10, following the idea mentioned above. Incorporate this FUNCTION in a computer 
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program which reads x and a and prints 4>(x, a). Since 4>(x, 10) = the number of integers 
~ x, not divisible by any prime ~ 29, 

4>(x, 10) = lI'(x) - 9 + P2(X, 10) + P3 (x, 10) +"', 
where, according to (1.4), 

P2 (x, 10) = t {11' (~) - (i - I)}. 
Pi=31 P, 

For x < 31 3 the terms after P2 (x, 10) have the value zero. Use this fact to check your 
FUNCTION by computing 

97 

4>(104 , 10) = 11'(104 ) - 9 + L {1I'(104 jpi) - (i - 1)} , 
Pi=31 

where the 15 values needed for 11' (1 04 j Pi) may be taken from Table I, which is organized 

in a way to give easy access to lI'(x). 

A Computation Using Meissel's Formula 

In order to demonstrate the complexity and the computational labour involved we 
shall compute 11'(10,000) with Meissel's formula and 11'(100, 000) with Lehmer's 
formula. 

x = 10, 000 leads to the following values of the summation limits in Meissel's 
formula (1.5): b = rr(loooo4) = 25, c = 1I'(1oooo~) = 11'(21) = 8, which 
gives 

31 . 18 25 (10000) 
11'(10000) = 4>(10000, 8) + -- - L 11' -.- . 

2 ;=9 P, 

We "decompose" 4> (10000, 8) in the following way (if, as above, we choose k = 4). 
Observe the frequent use of (1.12) during the calculations. 

4>(10000,8) = 4>(10000,7) - r/J (1~, 7) = 4>(10000, 7) - r/J(526, 7). 

4>(10000,7) = 4>(10000,6) - 4> (1~, 6) = 4>(10000, 6) - 4>(588, 6). 

4>(10000,6) = 4>(10000,5) - r/J (1~, 5) = 4>(10000, 5) - r/J(769, 5). 

4>(10000,5) = 4>(10000,4) - r/J (1~, 4) = r/J(loooo, 4) - r/J(909, 4) = 

= 4>(48 ·210 - 80,4) - 4>(4 . 210 + 69, 4) = 
= 48 . 48 - 4>(79, 4) - 4·48 - 4>(69, 4) = 
= 44·48 - 19 - 16 = 2077. 
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</J(526,7) = </J(526, 6) - </J (51
2
7
6 ,6) = </J(526, 6) - </J(30, 6) = 

= </J(526, 5) - </J (51236,5) - 5 = 

= </J(526, 4) - </J (51216,4) - </J(40, 5) - 5 = 

= </J(2· 210 + 106,4) - </J(47, 4) - 8 - 5 = 

= 2·48 + </J(106, 4) - 12 - 13 = 95. 

</J (588, 6) = </J (588, 5) - </J (51838, 5) = 

= </J(588, 4) - </J (51818,4) - </J(45, 5) = 

= </J(3· 210 - 42, 4) - </J(53, 4) - 10 = 

=3·48-</J(41,4) -13-10= 111. 

</J(769,5) = </J(769, 4) - </J (716~, 4) = </J(4· 210 - 71,4) - </J(69, 4) = 

= 4 . 48 - </J(70, 4) - 16 = 160. 

From all this we obtain 

</J(lOOOO, 8) = 2077 - 95 - 111 - 160 = 1711. 

The sum in Meissel's formula is 

~rr C~) =rr C~) +rr C~) +,,·+n C:o) = 

The final result is 

= rr(434) + rr(344) + rr(322) + ... +rr(103) = 

= 84 + 68 + 66 +". + 27 = 761. 

rr(10000) = 1711 + 9·31 - 761 = 1229. 
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A Computation Using Lehmer's Formula 

x = 100,000 leads to the following values of the summation limits in Lehmer's 
formula (1.7): 

I 
a = rr(1000004) = rr(17) = 7 

I 

b = rr(1000002) = rr(316) = 65 

I 

C = rr(100000'l) = rr(46) = 14 

and 

b,~" (t~) Co, 8 " i" 14, 

which gives 

bs = rr (J1~) = rr(72) = 20, b9 = rr (Jl~) = rr(65) = 18, 

blO = rr (Jl~) = rr(58) = 16, bl1 = rr (J1~) = rr(56) = 16, 

bl2 = b13 = b14 = 15. 

Thus the formula for rr(105) reads 

70 . 59 65 ( 105 ) 
rr (105) = ¢ (105, 7) + -- - Lrr -. -

2 i=8 P, 

14 bi 
{ (105) } - LL rr -.-. - (j -1) . 

i=S j=i P,P} 

The first term of the formula is computed as 

¢(105 ,7) = ¢(105, 6) - ¢ (\~, 6) = ¢(105, 6) - ¢(5882, 6). 

¢(105,6) = ¢(105, 5) - ¢ (~~ ,5) = ¢(105, 5) - ¢(7692, 5). 

¢(105,5) = ¢(IOS, 4) - ¢ (\~5 ,4) = ¢(476· 210 + 40,4) - ¢(9090, 4) 

= 476·48 + ¢(40, 4) - ¢(43 ·210 + 60, 4) = 20779. 
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1/>(5882,6) = 1/>(5882, 5) - I/> (5~~2, 5) = 

= 1/>(5882,4) - I/> (5~~2, 4) - 1/>(452, 5) = 

= 28·48 + 1/>(2,4) - 1/>(534, 4) - 1/>(452, 4) + I/> (4:12, 4) = 

= 1128. 

1/>(7692,5) = 1/>(7692, 4) - I/> (7~~2, 4) = 1598. 

All this gives the required value of 

1/>(105,7) = 18053. 

The first sum in the expression for Jr (105 ) equals 

65 (105 ) 
LJr -. 
i=8 P, 

= Jr(5263) + Jr(4347) + Jr(3448) + ... + Jr(321) + Jr(319) = 

= 698 + 593 + 481 + ... + 66 + 66 = 9940. 

The double sum can be split into 7 simple sums: 

20 { (105) } 18 {( 105 ) } L Jr -. - (j - 1) + L -. - (j - 1) + ... + 
j=8 19P1 j=9 23Pl 

15 { (105) } 15 { (lOS) } + L Jr -. - (j - 1) + L Jr -. - (j - 1) = 
j=13 41Pl j=14 43Pl 

= Jr (~) +Jr (~) + ... +Jr (~) -169-
19·19 19·23 43·47 

- 125 - ... - 27 = Jr(277) + Jr(228) + ... + Jr(49) - 569 = 586. 

Finally, the result is 

Jr(100000) = 18053 + 35 ·59 - 9940 - 586 = 9592. 

By using (1.7), Lehmer calculated Jr(x) in 1958 with aid of a computer for, 
among other values, x = a . 106 with a = 20, 25, 33, 37,40,90, 100,999, 1000 

21 



THE NUMBER OF PRIMES BELOW A GIVEN LIMIT 

and 10000. It was this computation that revealed that Meissel's value of rr(l09) 
was 56 units too low.-In Table 3 at the end of this book, the reader will find the 
values of rr (x), x being of the form s . 10", with s a digit. If the reader would like 
to attempt some computer programming on rr(x), these values will be suitable as 
test values for program debugging and verification. 

A Computer Program Using Lehmer's Formula 

Having generated in the computer a prime table up to some limit G, we can easily 
program a function smallpi (x) which gives the values of rr(x) up to this limit. 
If we also program the function phi (x, a), giving cp (x, a) for all a up to A, we 
can utilize these functions in a program computing rr(x) with Lehmer's formula. 
How large are the values of x that such a program is capable of handling? Let us 
examine which values are needed in Lehmer's formula: 

1. b = rr(.JX) which is accessible if x S G2• 

2. cp (x, a) with a = x 1/4 which will work if x < P!+I' Thus, if we limit a to 8, 
then x must be < P~ = 234 = 279841. 

3. Numerous values of rr(x / Pi) and rr(x/ Pi Pj). The "worst" of these values is 
rr(x / Ps+I)' These values will be available as long as x / Ps+l < G, which will 
occur if x < P :~I' where Ps+ 1 is the first prime outside the range of the prime 
table stored in the computer.-Thus if G is 2000, say, then this part of the 
program will operate as long as x < 20034/ 3 = 25248.8. - Here it is actually 
possible to "cheat" a little. Instead of storing an extensive prime table, you 
might program the computer to ask for a few values of rr (x / Pi) above the 
limit G, and then introduce them to the computer after having looked them 
up in a larger prime table than the one stored in the computer. If you use [3], 
you will be able to reach as high as P6,OOO,OOO = 104,302,307 and the limit 
imposed on x will be 104,302,3334/ 3 = 49,097,422, 907.98.-Another 
way to raise the limit on x would be to let the PASCAL function Lehmer 
call itself recursively, However in this case you must be very careful not to 
exceed the available memory space by overfilling it with stacked information 
that the computer will automatically store in order to be able to keep track of 
all the recursive calls involved in the computation. 

Now, finally, a PASCAL function for the computation of rr(x) with Lehmer's 
formula looks like this: 

FUNCTION Lehmer(x : INTEGER) : INTEGER; 
{Computes pi(x) with Lehmer'S formula. Makes use of the 

function phi(x,a) and of an array of integers, Prime, 
containing a "small" prime table} 

VAR b,c,a,bi,z,w,sum,i,j : INTEGER; 
BEGIN 
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MAPES' METHOD 

z:=trunc(sqrt(x+O.5)); b:=smallpi(z); 
c: =smallpi{trunc (exp(ln(x)/3)+O. 5)) ; { pi{c:ube root(x) } 
a:=smallpi(trunc(sqrt(z)+O.5)); { pi(fourth root(x) } 
sum:=phi(x,a)+(b+a-2)*(b-a+l) DIV 2; 
FOR i:=a+l TO b DO 

BEGIN w:=x DIV Prime[i]; sum:=sum-pi(w); 
IF i<=c THEN 

BEGIN 
bi:=smallpi(trunc(sqrt(w)+O.5)); 
FOR j:=i TO bi DO sum:=sum-pi{w DIV Prime[j])+j-l 

END 
END; 

Lehmer:=sum 
END {Lehmer}; 

Some details in the program look rather complicated. For instance, what 
role does the constant 0.5 play? Well, this is a safety precaution to ensure that 
the square roots and the cube root are not too low! Otherwise, it might happen 
that the built-in standard functions sqrt, exp and log round downwards, which 
could result in too low values. If this occurs precisely when the integer part of the 
root is about to change, it may result in a value which is one unit too low. (Thus 
if vi, 000, 000 emerges as 999.999, the result would be 999 instead of 1000 if 
the little upward rounding were not added!) Of course it is far better to write 
your own integer function isqrt (x) for the integer part of the square root of an 
integer, solving this problem once for all of your programs. However, we cannot 
overload every little program with the detail necessary to get everything to work 
properly-the reader must find these small things out for himself, which actually 
is part of the fun in computer programming! 

Exercise 1.3. Computing rr(x). Incorporate your FUNCTION phi(x, a) from exercise 1.2 
above and the FUNCTION Lehmer into a computer program which reads x and prints rr(x). 

Check your program by comparing its results with some entries from Table 3. 

Mapes' Method 

The methods of Meissel and Lehmer to calculate rr (x) are bolth based on Legen­
dre's formula (1.2). As a matter of fact, they are just clever re-arrangements and 
groupings of the terms of the Legendre sum in order to facilitate its computation. 
A still more efficient way to compute this sum was found in 1963 [9] by David 
C. Mapes. The method is rather complicated, and requires the introduction of 
some notations, but try to keep in mind that it involves merely re-arranging and 
grouping the terms in Legendre's sum! 
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Deduction of Formulas 

Since Legendre's sum 

</J(x, a) = LxJ -"l~J + "l~J -"l-x-J +... (1.14) ~ Pi ~ PiPj ~ Pi Pj Pk 

where Pi < Pj < Pk ~ Po, and Po is the ath prime, contains precisely 20 terms, 
it is possible to describe each of these 20 terms as specific cases of the expression 

Tdx, a) = (_I)flo+PI+-oo+Pa_1 l x J. 
PflopPI pPa-1 

I 2· .• 0 

(1.15) 

Here the numbers f3i are the digits (0 or 1) if k is expressed as a binary number 

This expression for Tk (x, a) looks difficult, but is just the result of a clever formal 
trick, based on the following simple idea: Associate the nth prime Pn with the 
power 2n-l. Thus, 2 is associated with 2° = 1,3 associated with 21, 5 with 22, 

7 with 23, 11 with 24 , etc. Furthermore, let the product of several primes (all 
different) be associated with the sum of different powers of 2, corresponding to the 
individual primes. Thus, 3 . 2 is associated with 21 + 2°, 11 . 7 . 3 with 24 + 23 + 21 
and so on. Finally append a sign to match the sign of the different terms of (1.14), 
and the result is immediate! Now you can see how clever this description of the 
terms of (1.14) is, because the denominators of the terms run through all products of 
different prime factors, where all factors are ~ Po, when the "indicator" k extends 
through all sums of different powers of2, i.e. through all integers < 20 • 

As an example, if a = 3, the 8 terms from (1.14) 

lXJ lXJ lXJ lXJ lXJ lXJ l x J LxJ - - - - - - + -- + - + -- -
PI P2 P3 PIP2 PIP3 P2P3 PIP2P3 

are written in this notation as To(x, 3) = LxJ, and 

and 

T7(X,3)=-l x J. 
PIP2P3 
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Thus, Legendre's sum r/J(x, a) may be written 

2"-1 

r/J(x, a) = L Tk(x, a). (1.16) 
k=O 

Let M be an integer < 2a and 2; II M, i.e. let i be the highest power of 2 which 
divides M. Then, with y(M, x, a) defined as 

we have 

M+2i_1 

y(M,x,a) = LTdx,a), 
k=M 

(1.17) 

r/J(x, a) = To(x, a) + y(2°, x, a) + y(21, x, a) + ... + y(2a - l , x, a). (1.18) 

Furthermore, defining Tk ( -x, a) as - Tk (x, a), we have 

(1.19) 

since the last i binary digits of k are then 0, and for the same reason 

(1.20) 

By substituting Tdx, a) for x, and i for a in the definition of Tk , (x, a), we obtain 

Tk' {Tk(X, a), i} = 

fl ' +fl' + +fl' I ITk(x, a) I I =sign{Tk (x,a)}(-I) 0 I··· i-IX fl' fl' fl~ , 
PI 0 P2 I ••• P; .-1 

(1.21) 

where the f31's are the binary digits of 

k' = i-I f3i-1 + i-2 f3i-2 + ... + 21 f3i + 2°/30' 

and 0 ~ k' < 2;. When 2; Ik, we can substitute the expressions (1.19) and (1.20) 
defining Tk(X, a) for Tk(X, a) in (1.21), thus arriving at 

(1.22) 

This relation can be seen as a consequence of the "logarithmic law" which we 
expect the "indicator vector" with components f3j to obey--when we multiply 
the denominators of two T -functions (or, when we compose the two T -functions, 
which turns out to be effectively the same thing) the corresponding indicator vectors 
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are added. But only when the binary numbers, representing the indicator vectors, 
have their ONEs in different positions, can they be added in a manner that conforms 
with the definition (1.15), because only in such a case will there occur no overflow 
in the additions, which would disturb the process and destroy the logarithmic law. 
Hence the restriction that k' < 2i and at the same time 2i Ik-because only then the 
ONEs in the binary representation of k' are all in lower positions than those of k. 

Substituting TM(x, a) for x, and at the same time i for a in Legendre's sum 
(l.l4) gives 

2'_1 M+2'-1 

¢{TM(x, a), i} = LTk, {TM(X, a)} = LTk(X, a) = y(M, x, a). (1.23) 
k'=O k=M 

Now, the sum ¢(x, a) in (1.18) with this notation can be rewritten in the following 
way: 

¢(X, a) = To (x , a) + ¢{T1 (x, a), O} + ¢{T2(X, a), 1} + ... + 
+ ¢{T2a-l (x, a), a - I}. (1.24) 

By once again replacing x with T M(X, a) and, at the same time, a with i in (1.24), 
we get 

¢{TM(x, a), ihlM = To{TM(X, a), i} + ¢ (TI {TM(X, a), i}, 0) + 
+ ¢ (T2{TM(X, a), n, 1) + ... + ¢ (T2'-1 {TM(X, a), i}, i-I) = 

= TM(x, a) + ¢ (TM+I(X, a), 0) + ¢ (TM+2(X, a), 1) + ... + 
+ ¢ (TM+2' (x, a), r) + ... + ¢ (TM+2i-l(X, a), i-I), (1.25) 

if2i lM, by using (1.22). (Note that¢(TM+I(x, a), 0) = TM+I(x,a),accordingto 
(l.l6).) 

Starting with ¢(x, a) = ¢(To(x, a), a), we can now from (1.25) calculate 
¢(x, a) by recursive application.-As in the application of Lehmer's method it is 
favourable to have tables of ¢(x, a) for small values of a, and to use (1.11) and 
(l.l2) to evaluate ¢(x, a). It is also helpful to have an extensive table of primes 
available, the larger the better. 

A Worked Example 

As an example, let us re-compute the previously found value of ¢(Ioooo, 8) = 
1711 with Mapes' method: 

¢(1oooo, 8) = ¢(To(loooo, 8), 8) = 

= To (1 0000, 8) + ¢(TI (10000,8),0) + ¢(T2(Ioooo, 8), 1)+ 

+ ¢(T4 (loooo, 8), 2) + ¢(Tg(loooo, 8), 3) + ¢(TI 6(loooo, 8),4)+ 

+ ¢(T32(1oooo, 8),5) + ¢(T64(lOOOO, 8),6) + ¢ (T12g (10000, 8),7) = 
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= 10000 + TI (10000,8) - 4>(3333, 1) - 4>(2000, 2) -- 4>(1428, 3)­

- 4>(909, 4) + 4> (T32 (1 0000, 8), 5) + 4> (T64 (1 0000" 8), 6)+ 

+ 4> (T128 (10000, 8), 7) = 10000 - 5000 - 1667-

- + 1 - - 3 - + 16 + ( 2 . 1998 ) (8 . 1440 ) (48 . 840 ) 
6 30 210 

+ 4> (T32 (10000, 8), 5) + 4> (T64 (10000, 8), 6) + 4> (T128 (10000, 8),7) = 

=2077 + 4> (T32 (1 0000, 8),5) + 4> (T64(10000, 8), 6) + 4> (T128(10000, 8),7). 

4>(T32C10000, 8), 5) = T32(10000, 8) + T33(10000, 8) + 4> (T34 (10000, 8),1)+ 

+ 4> (T36 (1 0000, 8),2) + 4> (T4O (1 0000, 8), 3) + 4>(T.~8(10000, 8),4) = 

= -769 + 384 + 4>(256, 1) + 4>(153, 2) + 4>(109,3) + 4>(69, 4) = 

= -769+384+ 128+ (2 .~50 + 1) + (8 '3~20 - 2) + 16 = -160. 

4>(T64(10000, 8), 6) = T64 (I0000, 8) + T65(10000, 8) + 4> (T66 (1 0000, 8),1)+ 

+ 4> (T68 (1 0000, 8), 2) + 4> (T72 (1 0000, 8), 3) + 4> (T80(10000, 8),4)+ 

+ 4> (T96 (10000, 8), 5) = 

= -588 + 294 + 4>(196,1) + 4>(117,2)+ 

+ 4>(84,3) + 4>(53, 4) + 4> (T96 (1 0000, 8), 5) = 

=_588+294+98+(2'~14 +1)+(8~~0 -1)+13+ 

+ 4>(T96(10000, 8), 5) = -121 + 4> (T96 (1 0000, 8), 5). 

4> (T128 (1 0000, 8), 7) = T128(10000, 8) + T129(10000, 8)+ 

+ 4> (T13o(10000, 8),1) + 4> (T132(1 0000, 8), 2) + 4> (T136 (1 0000, 8), 3)+ 

+ 4> (TI44 (1 0000, 8),4) + 4> (TI6O(10000, 8), 5) + 4>(1'192(10000,8),6) = 

= -526 + 263 + 4>(175,1) + 4>(105, 2) + 4>(75,3) + 4>(47, 4)+ 

+ 4> (T16O (1 0000, 8), 5) + 4> (T192(I0000, 8), 6) = 

= -526 + 263 + 88 + (2. ~02 + 1) + (8 ~~O + 4) +- 12+ 

+ 4> (TI6O (1 0000, 8), 5) + 4> (TI92 (1 0000, 8), 6) = 

= -108 + 4> (TI6O(10000, 8), 5) + 4>(T192(10000, 8),6). 
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</>(T96 (10000, 8), 5) = T96 (lOOOO, 8) + T97 (10000, 8)+ 

+ </>(T98(lOOOO, 8),1) + cf>(TIO0(10000, 8), 2) + </>(Tl()4(lOOOO, 8), 3)+ 

+ cf>(TI12(IOOOO, 8),4) = 

= 45 - 22 - </>(15,1) - cf>(9, 2) - cf>(6, 3) - cf>(4, 4) = 
= 45 - 22 - 8 - 3 - 1 - I = 10. 

cf>(TI60(10000, 8), 5) = TI60(I0000, 8) + T161 (10000,8)+ 

+ </> (T162 (10000, 8), 1) + cf>(TI64 (I0000, 8), 2) + </> (TI6S (10000, 8), 3)+ 

+ </>(T176(lOOOO, 8), 4) = 
= 40 - 20 - </>(13, 1) - cf>(8, 2) - </>(5, 3) - </>(3, 4) = 

= 40 - 20 - 7 - 3 - I - I = 8. 

</>(TI92(10000, 8), 6) = T192 (lOOOO, 8) + T193 (10000, 8)+ 

+ cf>(TI94(10000, 8), 1) + </>(TI96(10000, 8), 2) + cf>(T2oo(I0000, 8), 3)+ 

+ cf> (T208 (10000, 8),4) + cf>(T224(10000, 8), 5) = 

= 30 - 15 - cf>(lO, 1) - cf>(6, 2) - cf>(4, 3) - </>(2, 4)+ 

+ cf>(T224(10000, 8), 5) = 

= 30 - 15 - 5 - 2 - 1 - 1 + cf>(T224(lOOOO, 8), 5) = 
= 6 + </>(T224(10000, 8), 5). 

cf>(T224 (lOOOO, 8), 5) = T224(10000, 8) + Tm(10000, 8)+ 

+ cf>(T226{10000, 8), I) + cf> (T228 (10000, 8),2) + </> (T232 (10000, 8), 3)+ 

+ </>(T240(lOOOO, 8),4) = 
= -2 + 1 + cf>(0, 1) + cf>(0, 2) + </>(0,3) + cf>(0, 4) = -1. 

Summing up all this we obtain 

cf>(10000, 8) = 2077 - 160 - 121 + 10 - 108 + 8 + 6 - I = 1711. 

Before giving a formal description of Mapes' algorithm, we should like to 
take advantage of having worked through this tiresome calculation to indicate the 
structure of the whole scheme we have been using to decompose cf> (10000, 8) into 
simpler terms, together with the binary representations of the subscripts of the 
different M's occurring during the computations. In the following large formula 
we have organized the various terms in such an order as to make it easier to write 
a computer program for the entire calculation: 
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104 104 
(10

4 
) (10

4 
) - + - + rP 3.13' 1 + ... + rP lin,4 13 2·13 

104 104 
rP (;,~, 1) (10

4 
) - - + - + + ... + rP liT?,4 17 2·17 

104 104 
(10

4 
) (104 ) + -- -- rP 3. J3.17' I rP IT.i 3.17 ' 4 J3.17 2·13·17 

104 104 
rP (;,~, I) (10

4 
) - + - + + ... + rP 11.19,4 19 2·19 

104 104 
rP (3.: ~19' I) - ... - -rP(-·~ 4) + -- --

J3.19 2·J3.19 ll-J3.19' 

104 104 
(10

4 
) _ ... _ rP(_II~'4) + -- -- - rP 3.17.19,1 17·19 2·17·19 11·17·19 

104 104 (104 ) (104 ) - + +rP ,1 + .. '+rP ----,4 . 
J3.17·19 2·J3.17·19 3·J3.17·19 1l·J3.17·19 

The corresponding values of Mare: 

2°, 21, 24 

25 + 2°, 25 + 21, ... 25 + 24 

26 + 2°, 26 +21, ... 26 + 24 

26 + 25 + 2°, 26 + 25 + 21, ... 26 + 25 + 24 

27 + 20, 27 +21, ... 27 + 24 

27 + 25 + 20, 27 + 25 + 21, ... 27 + 25 + 24 

27 +26 +2°, 27 +26 +21, ... 27 + 26 + 24 

27 + 26 + 25 + 20, 27 + 26 + 25 + 21, ..• , 27 + 26 + 25 + 24 

The primes from P6 = 13 and onwards in the denominators are chosen according 
to the following scheme, where the ZEROs and ONEs are the leading binary digits 
of the corresponding M -values. The last five binary digits of M are used to indicate 
which of the five primes :s 11 is involved in each term in a row: 
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19 17 13 M 

1·32 + 1, 2, 4, 8, 16 

0 2·32 + 1, 2, 4, 8, 16 

1 3·32 + 1, 2, 4, 8, 16 

0 0 4·32+ 1,2,4,8,16 

0 5·32 + 1, 2, 4, 8, 16 
0 6·32 + 1, 2, 4, 8, 16 

7·32 + 1, 2, 4, 8, 16 

Mapes' Algorithm 

Comparing this computation with the one previously shown for ¢(10000, 8), it 
appears more complicated, but for large values of x it is actually much faster. As 
a matter of fact, for large values of x Mapes' algorithm requires a computing time 
roughly proportional to xO.7 , while Lehmer's formula (1.5) is somewhat slower. 
It is, however, a problem to keep track of all the different uses of formula (1.12) 
which have to be made. To show how this can be done, we reproduce below the 
algorithm given in Mapes' paper [9]. 

y:=O; M:=O; i := a := JT(JX); TM(x, a) := 0; I 
[2' -.r 

I y := y+the latest com-I 
pUled value of TM(X, a) 

J13 
1. 

Calculate TM(X, a). Can 
NO 

M := M + 1; 
¢(T M(X, a), i) be calcu- Set i such that 
lated by (1.11) or (1.13)? 2i llM 

1 YES 

Y := y+the computed 
valueof¢(TM(x, a), i); 

1 

I 
I M := M + 2i; setJ i such that iliM 

1 
NOI M = 2Q? IYES I JT(X) := y + a-I; I 

It is based on the idea of calculating Legendre's sum by Meissel's or Lehmer's 
formulas, whenever possible, and to use auxiliary tables, like the one we have used 
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above, whenever this is possible. Suppose you possess tables for all small values 
of a and that you use the tabulated values also to find I/>(x, a) by (1.9) for some 
larger values of a, as described on p. 17. A reasonable maximal value of a could 
then be a = 10, say. 

Above is a flow-chart and below is a verbal description of the algorithm for 
computing rr(x). In the flow-chart, y denotes the sum of the terms of the Legendre 
sum calculated so far. The flow chart is constructed according to the following 
rules: 

1. For the computation of rr(x), use the formula 

rr(x) = I/> (x, a) + a-I, with a = rr(.jX). (1.26) 

2. Use tables of I/>(z, a) for all a up to e.g. 6, and all z up to PIP2 ... Pa/2 to 
compute this function for all a up to 10, say. Use also a table of primes, the 
larger the better. 

3. If Pa < z < p!+1' compute I/>(z, a) as 

3 

I/>(z, a) = L Ps(z, a) = 1 + rr(z) - a + P2(Z, a) + P3(z, a), (1.27) 
s=o 

where P2(Z, a) is the Meissel sum (1.4) and P3(Z, a) is the Lehmer sum (1.6). 
(If z SPa, then I/>(z, a) = 1.) 

4. Now compute I/>(z, a) by aid of the tables and by (1.27), whenever possible, 
and by re-application of (1.25) if a is larger than the limit chosen for the 
tables (10 in our suggestion) and if rr(z) is too large to be found in the table 
of primes used. 

In order to demonstrate how Mapes' method works, let us examine the calculation 
of rr(106). The largest prime below .jX = 103 is PI68 = 997. Thus, we start by 
writing 

Suppose we have a table of the primes < 2000 stored in the computer and also a 
table of rr(x) up to x = 2000. Suppose, also, that we have a PASCAL function 
giving I/> (x, a) for all a up to 10 and, whenever possible, that I/> (x, a) is computed 
backwards from Lehmer's formula (1.7) by aid of a function philehmer(x,a) 
for a > 10. Then the flow-chart above results in the addition of the following 
entities, a fact which has been recorded by putting a so-called tracer on a computer 
program representing the flow-chart: 
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x - cjJ (i, 0) - ... - cjJ (:1 ' 10) 

- :7 + cjJ C ~37' 0) + ... + cjJ Cl ~ 37' lO) 

- :1 + cjJ (2 ~41' 0) + ... + cjJ C/41 ,11) 

- ~ + cjJ C ~43' 0) + ... + cjJ (41 ~ 43' 12) 

- 4~9 + cjJ (2 .:99' 0) + ... + cjJ (491 ~ 499,94). 

Here the computation changes pattern, due to the fact that for Pi > SOO the value 
of 106 / Pi is less than 2000, and thus 7r (106 / Pi) can be found directly in the small 
prime table stored. In this way the values of cjJ (x / Pi) can be computed directly as 
they stand: 

_A. (~ 9S) - A. (~ 96) - ... - A. (~ 167). 
~ S03' ~ S09' ~ 997' 

Programming Mapes' Algorithm 

Having prepared a PASCAL function phi (x, a) and a small table of 7r (x), it is 
now easy to program Mapes' algorithm, following the above flow-chart. The only 
tricky part remaining is how to handle the administrative portion of the program 
containing the very large numbers M. Since the M's are numbers which in binary 
representation contain only very few ONE's, a good solution to this problem is 
to construct a PASCAL procedure addsparse for the addition of "sparse binary 
integers." A sparse binary integer M may be stored in an array of integers a, 
containing information about those powers of 2 which occur in M. For instance, 
M = 224, chosen from the computation above, which has the binary representa­
tion 224 = 32 + 64 + 128 = 25 + 26 + 27 could be stored as a [0] =3, a [1] =5, 
a[2] =6, a[3]=7, where a[O] contains the number of ONE's in M.-As a sug­
gestion the procedure could be written as follows: 

PROCEDURE addsparse(u,v : vector; VAR w : vector); 
{Adds two sparse binary integer arrays u and v 

and places the result in w} 
LABEL 1; 
VAR i,j,k,iu,iv,iw,sw,z: INTEGER; 
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BEGIN iu:=u[O]; iv:=v[O]; iv:=iu+iv; v[O] :=i~'; 
i:=l; j:=l; k:=l; WHILE (i <= iu) AND (j <= iv) DO 

BEGIN {Here the arrays u and v are merged. into v} 
IF u [i] <v [j] 

THEN BEGIN v[k] :=u[i]; i:=i+1 END 
ELSE BEGIN v[k] :=v[j]; j:=j+1 END; 

k:=k+1 
END; 

IF i=iu+1 THEN FOR i:=j TO iv DO v[k+i-j] :=v[i]; 
IF j=iv+1 THEN FOR j:=i TO iu DO v[k+j-i] :=u[j]; 
{Here v is reduced to "standard form" vith all 

additions of individual ONE's carried out} 
1: j:=v[O]; FOR i:=2 TO j DO 

BEGIN 
IF v[i-1]=v[i] THEN 

BEGIN v[i-1]:=-1; v[i] :=v[i]+l END 
END; 

k:=O; FOR i:=l TO j DO IF v[i] >= 0 THEN 
BEGIN k:=k+1; v[k]:=v[i] END; 

v[O] :=k; sv:=O; FOR i:=2 TO k DO 
IF v[i-1] > v[i] THEN 

BEGIN sV:=l; z:=v[i]; v[i] :=v[i-1]; vEi-1] :=z END; 
IF sv=l THEN GOTO 1 
{Here v has been reduced to standard form} 

END {addsparse}; 

Recent Developments 

1. C. Lagarias, V. S. Miller, and A. M. Odlyzko have in [10] developed a new 
variant of the Meissel-Lehmer method, in which fewer terms of the form ¢(y, b) 
are needed in the decomposition of ¢(x, a) according to (1.9). This leads to 
an algorithm, asymptotically faster than Mapes', for computing 7l'(x), which its 
discoverers have used to compute 7l'(x) for some large values of x. 

In [11], Lagarias and Odlyzko describe an entirely new analytic method for 
computing 7l'(x), based upon the following formula, which is more general than 
(2.17): 

HiT 

00 1 1 f L L _c(pm) = lim -. F(s) In s(s) ds 
=1 pm<x m T->oo 27l'1 

m - 2-iT 

(1.28) 
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in which 
HiT 

C(U) = lim ~ jF(S)U-S ds. 
T-H)o 27fl 

(1.29) 

2-iT 

The formula is valid whenever the function F(s) is sufficiently well-behaved. 
(For some background the reader is referred to pp. 44-47.) The use of this formula 
for efficient computation of 7f(x) requires that a suitable function F(s) is chosen 
in order that the integral in (1.28) is possible to calculate fast and accurately. (The 
function F chosen by Lagarias and Odlyzko actually is a function of x as well 
as of several parameters, but this is not exhibited in (1.28) and (1.29).) After 
this step the calculation of L~2 7f(x l /j )/j, and of the improper integral on the 

right-hand-side of (1.28) to within less than ±! have to be carried out. The sum, 
which is actually a finite sum since 7f(x l /j ) = 0 as soon as Xl/j becomes < 2, 
presents no difficulty apart from a prime count up to x t (which could be replaced 
by a recursive computation with the same formula for the argument x ~ ). 

Results 

Mapes used his algorithm to compute 7f (x) for every million up to 1000 millions. 
These computations were further extended in 1972 by Jan Bohman [12], who 
managed to compute 7f(x) for some isolated values of x as high as 4.1012 • He also 
attempted to compute 7f(1013), but, as it has later been shown, the value he found 
was slightly in error. In 1983 Victor Miller computed 7f (x) for selected values up 
to 4· 1016• Recently Marc Deleglise and Joel Rivat have carried this work further 
up to 1018 , this being at present the highest value of x for which 7f (x) is known. 
Computing this single value took 10 days of running time on a computer called 
HP-PPA. We give here a short table of 7f(x): 

n n(lO") n nOon) 

3 168 II 4118054813 

4 1229 12 37607912018 

5 9592 13 346065 536 839 

6 78498 14 3204941750802 

7 664579 15 29844 570 422 669 

8 5761455 16 279238341 033925 

9 50847534 17 2623557 157654233 

10 4550525II 18 24739954287740860 

A more complete table is provided at the end of the book. 
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Computational Complexity 

The study of the computational complexity of various problems is a quite recent 
branch of computer science. Its main goal is to estimate the amount of work that 
has to be invested to solve a certain problem, the size of which is often determined 
by the number of input bits. The number of bit-operations needed can be used as 
a measure of the complexity of the problem. In practice, however, it is somewhat 
tedious to go down to this fundamental unit of work, mainly sinc;e computers mostly 
perform operations on word sized strings of bits. Now, since different kinds of 
computers may have different word sizes and may run at different speeds, even the 
number of operations on word sized strings is not always ideal for describing the 
computational complexity of a problem. That is why in this book we shall generally 
restrict ourselves to give only the order of magnitude by which the running time 
for a certain problem depends on the parameters of that problem. 

Also, there is always some solution to a problem which uses the minimal 
number of operations. (This best solution is, however, rarely known.) But this 
minimal solution may need an excessively large storage for intermediate results, 
and for this reason may thus be infeasible in practice. To solve a particular problem 
could often be done in several ways, and in some of these part of the computing 
time may be traded for storage, or vice versa. In order to indicate what kind of 
demands a certain algorithm makes on a computer, we have to give the computing 
time as well as the storage demand, both as functions of those parameters which 
determine the size of the problem. Those problems for which the storage demand 
is modest, we shall only give the amount of work needed to solve the problem. 
The little table in the next section is an example of how this kind of information 
could be organized. 

Comparison Between the Methods Discus!,ed 

Method Time Storage 

Legendre O(x) O(x!) 

Meissel O(xj(lnx)3) oed jInx) 

Lehmer O(xjOnx)4) oed jInx) 

Mapes o (XO.7) O(XO.7) 

Lagarias-Miller-Odlyzko O(xj+<) O(x l+<) 

Lagarias-OdIyzko O(x!+<) O(x<) 

Lagarias-OdIyzko O(x!+<) O(x a+<) 

The six methods to compute 7f (x) discussed in this book, those of Legendre, 
Meissel, Lehmer, Mapes, Lagarias-Miller-Odlyzko and Lagmias-Odlyzko, differ 
in various respects. In order to cut down the computational labour, more and more 
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complicated formulas are constructed. However, most of these new formulas also 
demand that n (x) is known higher and higher up, at least for some key values of 
x. Thus, Bohman's computation of n(4· 1012), e.g. made use of various values of 
n (x) as high as x = 4 . 108 . In the table above the growth of the computing time 
with x and of the storage space required is given for each of the methods discussed 
in the text. Here the number E occurring in some of the exponents tends to zero 
through positive values, as x -+ 00. 
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CHAPTER 2 

THE PRIMES VIEWED AT LARGE 

Introduction 

Not very much is known about the distribution of the primes. On one hand, their 
distribution in short intervals seems extremely irregular. This is the reason why 
it appears impossible to find a simple formula describing the distribution of the 
primes in any detail. On the other hand, the distribution of the primes, viewed at 
large, can be very well approximated by simple formulas. 

As a mathematical theory, the distribution of prime numbers is quite inho­
mogeneous. Although Euclid has proved that there are infinitely many primes, 
and Legendre and Gauss, as early as about 1800, conjectured some of the basic 
theorems, the theory is still a mixture of unsolved problems, more or less reason­
able conjectures and a few proved theorems. The proved theorems mostly cover 
only simple cases, as compared with existing conjectures, and their proofs are 
often extremely complicated. Many of the proofs are not elementary, relying upon 
theorems in the theory of functions. This is the reason why in this and the next 
chapter we sometimes have to refrain from proving even some of the fundamental 
theorems.-We shall also discuss some of the existing conjectures, together with 
theoretical or numerical evidence which appears to support or to contradict the 
conjecture in question. 

No Polynomial Can Produce Only Primes 

In the search for formulas yielding all primes (and no other numbers) some 
remarkable polynomials have been found, whose values contain a surprisingly 
large proportion of primes. One of these is P (x) = x 2 -- X + 17 which is 
prime for x = 0, I, 2, 3, ... , 16 but obviously is composite for x = 17, since 
P (17) = 172 - 17 + 17 must be divisible by 17. Still more remarkable is the poly­
nomial x 2 - x + 41, found by Euler, yielding primes for x = 0, 1,2, ... ,40 but 
being composite for x = 41, since 41/412 - 41 + 41.-We here take the oppor­
tunity to indicate a connection between these remarkable polynomials and those 
quadratic fields Q(...(i5) in which the theorem of unique factorization into prime 
factors is valid. The two polynomials mentioned above as examples of polyno­
mials rich in primes have precisely the discriminants D = -67 and D = -163, 
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mentioned in Theorem A4.4 on p. 295 .-Another polynomial, being even richer in 
primes than x 2 - x + 41 is Edgar Karst's 2X2 - 199, yielding 150 primes (and the 
number 1) for x = 0, 1, 2, ... , 198. Other such polynomials are x 2 + x + 27941, 
discovered by Beeger in 1938, and some more recently found x 2 + x + A for the 
following four values of A: 72491,247757, 85403497, and 132874279528931, 
the last value of A representing the most prime-dense quadratic polynomial so far 
constructed.-See [I']. 

The proof that no (non-constant) polynomial can yield only primes is quite 
simple. The assertion follows from the fact that any polynomial is unbounded when 
the variables tend to infinity. (It may happen that the values of a polynomial are 
bounded when the variables tend to infinity in certain directions, but not in all direc­
tions.) Suppose, there were a polynomial in n variables, P(x, y, z, ... ), yielding 
only primes for integer values of the variables. First, write P = Qn(x, y, z, ... )+ 
terms of lower degree + a, where Qn is a homogenous polynomial of degree n, 
representing all terms of the highest degree n of P, and a is the constant term, 
which we to begin with shall assume is i= 0 and i= ± 1. If n > 0, then Qn tends to 
infinity when the variables do so in at least one direction (;, 17, 1;, ... ) in n-space 
because if Qn is considered as a polynomial of one of its variables only, it has 
this property. Next, because Qn is continuous, Qn tends to infinity not only in 
the direction mentioned, but also in some narrow cone, with (;, 17, 1;, ... ) as axis, 
and the same is true for P(x, y, z, .. . ), being dominated by its highest degree 
terms, Qn, as all the variables tend to infinity in the direction considered. Fi­
nally, if all the variables are chosen as integer multiples of the constant term a, 
clearly aIP(x, y, z, .. . ). Since any cone will, only if we proceed far enough from 
the origin, contain points belonging to any point lattice (ai, am, an, ... ), where 
t, m, n, ... all are integers, the above construction leads to integer values of the vari­
ables (x, y, z, ... ) for which aIP(x, y, z, ... ) with P(x, y, z, ... ) large, i.e. with 
the quotient IP(x, y, z, ... )/a\ > 1, showing that the value of P(x, y, z, ... ) is 
composite for the particular set of variables arrived at in this way. (It is only at this 
very last point of the proof that we have to make use of the assumption that a i= ° 
or i=±1.) 

If, on the contrary, we assume that a = 0 or ± I, then we start by moving 
the origin to a point (b, c, d, ... ) with integer coordinates, for which the value of 
PCb, c, d, ... ) = s is large. That such a point exists is clear from the proof given 
above. This transformationx'=x-b, y' =y-c, z'=z-d, ... gives a new polyno-
mial P'(x', y', z', ... ) with its constant term reO, 0, 0, ... ) = PCb, c, d, ... ) = s, 
now a large integer and thus i= 0 or ± 1. Since x, y, z, ... and x', y', z', ... take 
integer values at the same time, the sets of values of P and of P' for integer values 
of the variables are also the same. Applying our proof for the case when a i= 0 or 
±1 on r we arrive at the conclusion that neither in one ofthese cases can P take 
only prime values. This concludes the proof that no (non-constant) polynomial 
can give only primes for integer values of the variables. 
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Formulas Yielding All Primes 

There exist certain fonnulas which yield all the primes and no other numbers. 
However, these are misleading, in that they either presuppose, in some latent way, 
the knowledge of each individual prime, orrely on the bogus definition of a prime as 
a non-composite number.-As an example of a fonnula of the first kind consider the 
following algorithm: Taking the number x = 0.2030507011013017019023029 ... 
as a starting point, extract a suitable total of adjacent digits and the primes will 
emerge! This is quite obviously cheating, since all the individual primes must be 
known in advance before the number x can be exploited. 

A fonnula of the second kind mentioned is the polynomial given below, whose 
positive values consist of all the primes, when the variables range over all non­
negative integers. The polynomial also yields negative values (as a matter of fact 
it does so for most values of the variables), but these are not necessarily (negative) 
primes. 

(k+2) {1-[wz+h+ j-q]2-[(gk+2g+k+l)(h+ j)+h-Z]2-

- [16(k + 1)3(k + 2)(n + 1)2 + 1 - f2]2 - [2n + p + q + z - ef-

- [e3(e + 2)(a + Il + 1 - 0 2]2 - [(a2 - 1)i + 1 - x 2f-

- [16r2y\a2 - 1) + 1 - u2]2 - [n + I + v _ y]2_ 

- [(a2 - 1)/2 + 1 - m2]2 - [ai + k + 1 -I - i]2_ 

- [{ (a + u2(u 2 - a»2 - I) (n + 4dy)2 + 1 - (x + cu)2]2 -

- [p + I(a - n - 1) + b(2an + 2a - n2 - 2n - 2) - mf-

- [q + yea - p - 1) + s(2ap + 2a - p2 - 2p - 2) _. x]2_ 

- [z + pl(a - p) +t(2ap - p2 -1) - pm]2}. 

For the deduction of these types of fonnula, see [1].-The reader might wonder 
how this expression, being the product of two factors, (k + 2) and the complicated 
factor within the large curly brackets, can produce any primes at all. Well, this is 
merely an apparent paradox, since the only positive value assumed by the second 
factor happens to be the value 1. Looking closer at the second factor the reader 
will notice that it has the fonn 

14 

1 - L (expression)2 
i=1 

A factor of this fonn can obviously take only the values 1, 0, and negative values, 
and thus, once again we have been deceived, the whole thing being the following 
statement in disguise: 
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k + 2 is prime if and only if the following diophantine system of 14 equations 
in 26 variables has a positive integral solution: 

wz+h +j -q =0 

(gk + 2g + k + 1)(h + j) + h - z = 0 

16(k + 1)\k + 2)(n + 1)2 + 1 - f2 = 0 

2n+p+q+z-e=0 

e3 (e + 2)(a + 1)2 + 1 - 0 2 = 0 

(a2 - l)y2 + 1 - x2 = 0 

16r2y4(a2 - 1) + 1 - u2 = 0 

n+l+v-y=O 

(a 2 - 1)12 + 1 - m2 = 0 

ai + k + 1 - l - i = 0 

{(a + u2(u 2 - a»2 - 1} (n + 4dy)2 + 1 - (x + cu)2 = 0 

P + lea - n - 1) + b(2an + 2a - n2 - 2n - 2) - m = 0 

q + yea - p - 1) + s(2ap + 2a - p2 - 2p - 2) - x = 0 

z + pl(a - p) + t(2ap - p2 - 1) - pm = O. 

It is the author's hope that the reader has not been greatly disappointed by this 
revelation of the true nature of this prime-producing polynomial. Remember that 
no polynomial can produce only primes, so that there must be some trick involved 
in arriving at a polynomial producing all positive primes (and a large number of 
negative composite integers). 

The Distribution of Primes Viewed at Large. Euclid's Theorem 

We now give Euclid's extremely elegant proof of the infinitude of primes. (This 
proof, as a matter of fact, is frequently given as an example of indirect proof.) 
Suppose there exist only a finite number of primes, PI, P2, ... , Pn. Now, consider 
the integer N = PI P2 ... Pn + 1. None of the existing primes divides N, since the 
division N / Pi will always give the remainder 1. Thus either N is a (new) prime 
number, or N contains a (new) prime factor, which is different from all the ones 
given. Therefore we conclude that there must be an infinitude of primes. 

Example. The following construction starts with the prime 2 and yields at least 
one new prime in each step: 

N2 = 2 + 1 = 3 (prime) 

N3 = 2 . 3 + 1 = 7 (prime) 

N4 = 2 . 3 . 7 + 1 = 43 (prime) 
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N5 = 2·3·7·43 + 1 = 1807 = 13 ·139 (yielding two primes) 

N6 = 2·3·7·43· 139 + 1 = 251035 = 5 . 50207 (yielding two primes) 

N7 = 2 . 3 ·7 . 43 . 139 . 50207 + 1 = 12603664039 = 
= 23 . 1607·340999 (yielding three primes) 

Ns = 2 . 3 . 7 . 43 . 139 . 50207 . 340999 + 1 = 429836833293963 = 
= 23 . 79 . 2365347734339 (yielding three primes) 

N9 = 2·3·7·43·139·50207·340999·2365247734339 + 1 = 

= 10165878616190575459068761119 = 

= 17 . 1277 70091783·46802225641471129 (yielding three primes) 

The Formulas of Gauss and Legendre for n(x) 

The Prime Number Theorem 

Let us start as Legendre and Gauss did and try to estimate the number of primes S x 
by counting the number s of primes in suitable intervals. We choose the intervals 
[0.95·10", 1.05·10"] for n = 3(1)7 and the intervals [10", 10" + 150000] for 
n = 8(1)15. In each of these intervals of length d we calculate the proportion 
(s/d) x 10,000 of prime numbers. The result is shown in the table on the next 
page, where the values given in the last two columns have been rounded. By 
studying the figures, we observe that the density of primes in an interval, centered 
around x, slowly decreases as x grows. Which law does this function obey? 
Comparing the values found for x = 10" and x = 1 02n, we find that the density 
of primes is approximately halved when x is squared. MathematicaIly, this is 
described by the function l/Inx, since 1/ln(x2) = 0.5/1nx. Let us compare 
the density of primes with 1/ In x (natural logarithms !), the values of which we 
have given in the last column of the table above. We see that both columns agree 
weIl except for the smaller values of x. This disagreement is obviously caused 
by local irregularities in the distribution of primes, which more heavily influence 
the number of primes in short than in long intervals. This striking agreement 
between the density of primes in an interval centred around x and the function 
1/ In x was discovered independently by Legendre and by Gauss, who formulated 
the foIlowing approximations to 7T(X): 

x 
7T(X) :::::: , 

Inx - B 

x 

j dX 
7T(X):::::: -

Inx 
2 

B = 1.08366 (Legendre) (2.1) 

(Gauss) (2.2) 

41 



THE PRIMES VIEWED AT LARGE 

The number s of primes in different intervals [x - d /2, x + d /2] 

d 
l0000s 10000 

x s -- --
d Inx 

103 1()2 15 1500 1448 
104 103 107 1070 1086 
HP 104 867 867 869 
106 lOS 7227 723 724 
107 106 62031 620 620 

108 + 75000 150000 8154 544 543 

109 + 75000 150000 7242 483 483 
1010 + 75000 150000 6511 434 434 
1011 + 75000 150000 5974 398 395 

1012 + 75000 150000 5433 362 362 
1013 + 75000 150000 5065 338 334 

1014 + 75000 150000 4643 310 310 
1015 + 75000 150000 4251 283 290 

Nowadays, the latter approximation is usually replaced by the so-called logarithmic 
integral, defined by 

x 

I· JdX lX= -, 
Inx 

o 

where this improper integral has to be interpreted as 

( 
\-£ X) dx dx 

Ii x = lim - + - . 
£--->+0 JInx JInx 

o \+£ 

(2.3) 

The approximation by Gauss (2.2) and the logarithmic integral differ only by a 
constant, Ii 2 = 1.045.-The approximations by Gauss and Legendre are in fact 
related, since 

JdX x J dx 
lox = Inx + (In x)2 = 

= x _ x +2J~. 
lox - 1 (lnx)2(lnx - 1) (Iox)3 

(2.3A) 
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The last two terms of (2.3A) are of smaller order of magnitude than the leading 
term xlOnx - 1) as x ~ 00, and hence we have 

. lix . lix 
hm --- = hm = 1. 
x~oo xl Inx x~oo xlOnx - 1) 

We may thus expect that the approximations given by Legendre and by Gauss 
should be about equally good, unless there is some particular reason in favour of 
one or the other. 

The first mathematician to prove something in the direction of these formulas 
was Chebyshev, who around 1850 proved that 

A lix < Jr(x) < B lix (2.4) 

for some suitably chosen values of the constants A and B. This establishes the 
fact that Jr (x) has the same order of magnitude as Ii x (and thUts also as x I In x) as 
x ~ 00. (In honour of this mathematician, Jr (x) ~ li x is often called Chebyshev's 
approximation.) 

In 1896, Hadamard and de la Vallee-Poussin independently of each other 
proved The Prime Number Theorem: 

Jr(x) '" lix, as x ~ 00. (2.5) 

(This formula reads: Jr(x) is asymptotically equal to lix.) The Prime Number 
Theorem can be reformulated as 

. Jr(x) 
hm -- = 1. 
x~oo lix 

(2.6) 

The Prime Number Theorem provides information about the error introduced by 
Gauss' approximation. It tells us that the relative error of the approximation, 
(Ii x - Jr(x»/Jr(x), tends to 0 as x tends to infinity. The absolute error, Ii x -Jr(x), 
however, may be large, something which will be discussed later. 

Unfortunately, the scope of this book does not allow for 21 proof of the Prime 
Number Theorem. We must refer the reader to [2], which gives an elementary 
(but very tedious) proof, or to [3], which provides a proof based on the theory of 
functions. 

Exercise 2.1. Computing Ii x. Write a FUNCTION li (x) for Ii x, utilizing the continued 
fraction expansion 

Compute the continued fraction backwards, starting with the term 10/ z. Test values can be 

found in Table 3 (compute Iix as Jr(x) + (Ii x - n(x)). 
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The Chebyshev Function e(x) 

A variation of the prime number theorem which is sometimes useful depends on 
the Chebyshev function e(x) = L p9 In p. Using the prime number theorem, this 
function can be estimated in the following way: 

and thus 

lx lx rr(x) 
e(x) = lnx drr(x) = [rr(x) Inx1i_o - -- dx = 

2-0 2 X 

= rr(x) lnx + 0 (~) , 
lnx 

e(x) = LIn p '" rr(x) lnx '" x, 
p:SX 

(2.6A) 

which is equivalent to the prime number theorem. In order to see how good this 
approximation for e(x) is, we give, for some selected values of x, the value of 
e(x): 

O(x) 83.73 956.25 9895.99 99685.4 

See also p. 57 for some sharp estimates of e(x). 

The Riemann Zeta-function 

The approximations to rr (x) by Gauss and by Legendre were found by empiric 
methods. Riemann was the first who with great success systematically deduced re­
lations between the primes and already known mathematical functions. Riemann's 
starting point was a relation discovered already by Euler, 

00 1 1 
~(s) = L nS = n 1 _ -s' 

n=l P p 
(2.7) 

where the infinite product is taken over all primes. The function ~ (s) is called the 
Riemann zeta-function and (2.7) is a highly informative formula from which many 
properties of the primes can be deduced. It is very important because it relates each 
individual prime p to the simple sum L n -s. Thus the properties of the primes are 
via (2.7) transformed into properties of the sum and this without the necessity of 
specifying each individual prime!-(2.7) can be deduced in the following manner: 
Write each factor of the infinite product as a (convergent) geometric series 

1 _ 1 + -s + -2s + -3s + - P P P ... 
1 - p-s 
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Multiply all these series together to obtain the result 

L(2aI3a2 ... p~n)-S 

where the summation must cover all combinations of non-negative integer expo­
nents aj and all primes pj. Now the fundamental theorem of arithmetic tells us that 
the products so obtained are precisely all the positive integers, raised to the power 
-s, because each integer has a unique representation in the form 2al 3az ... p:n. 
But this is exactly what appears in L n -S. 

Riemann's basic idea was to put the so-called theory of analytic functions 
(differentiable functions of one complex variable) to work. This is effected by 
extending the variable s, which in (2.7) is restricted to s > 1, to a complex variable 
s = a + it. In order for L~l n-s to converge, a must be> 1. However, with 
so-called analytic continuation, Riemann was able to extend the function to all 
real and complex values of s except s = 1, which is a singularity, and for which 
1{(s)1 = 00. The extension of the definition of {(s) to all s with a > 0 is achieved 
by considering 

(l - 2· 2-S ){(s) = {(s) - 2· 2-S {(s) = 

- 2. 2-s 

= 1 - 2-s + 3-s - 4-s + 5-s - •.. 
00 (_l)n-1 

=L nS 
n=1 

This series converges for all s with a > O. Thus {(s) may be written as 

1 00 (_l)n-l 
r(s) - ~ when a > 0, if s ../. 1. ., - 1 - 21- s ~ n S ' ., 

n=1 

(2.8) 

For a :::: 0 the so-called functional equation 

7rS 
{(l - s) = 21- s7r-s cos "2 res){(s) (2.9) 

can be used to obtain the values of ((s). Here res) is the gamma function, defined 
fora >Oas 

00 

r(s) = JxS-1e-X dx. 

o 

(2.10) 

Exercise 2.2. Computing s(s). s(s) may be computed by aid of the Euler-Maclaurin sum 
formula: 

N-I lis 
s(s) = Ln-s + __ N 1- s + _N-s + _N-s - 1_ 

n=1 S - I 2 12 

s(s + l)(s + 2) -s-3 s(s + I) ... (s + 4) -s-5 
- 720 N + 30240 N - ... 
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This is a so-called semiconvergent asymptotic series. The truncation error made in breaking 
off the summation is always less than the immediately following term. Write a FUNCTION 

zeta(s) performing the summation of the series. In single precision arithmetic (about 8 
decimal digits), a suitable value of N is 10. Break off the series immediately before the last 
term written out above. Check your values against the known exact values of ~(2) = 7T 2 / 6, 
~(4) = 7T4/ 90, ~(6) = 7T 6 / 945, ~(8) = 7T 8/ 9450 and ~(10) = 7T 10 /93555. 

The connection between the Riemann zeta-function and the primes is evident 
from the infinite product in (2.7). To write JT(x) with the aid of {(s) will require 
theorems and techniques from the theory of functions that we have to omit. A 
detailed deduction can be found in [4 J. We can only hint at some of the highlights 
of the theory. The first is that Riemann found the function 

1 I 1 I 1 I ~1 I 
f(x) = JT(X) + -JT(Xi) + -JT(X'i) + -JT(X4) + ... = L.J -JT(x;;) 

2 3 4 n=1 n 
(2.11) 

to be of more fundamental importance than JT (x) itself for the study of the desired 
relation between JT(x) and {(s). This sum is only formally infinite, since JT(x lin) = 
0, as soon as x lin decreases below 2, which will happen as soon as n > In x / In 2. 
f (x) has jump discontinuities with jumps 1/ r when x passes a prime power pr. 
(When x passes a prime p, this is regarded as the prime power pl.) Let us now (as 
is usual in working with trigonometric series) modify the definition (2.11) to read 

f( r) _ l' f(pr - E) + f(pr + E) 
P - 1m . 

£--++0 2 
(2.12) 

This means that all jumps have been split into two equal halves. The graph of the 
function f(x), modified in this way, is shown on p. 48. Each time x is a prime 
power pr, f (x) increases by the amount 1/ r, but f (x) is constant between the 
jumps. 

The simplest relation between the Riemann zeta-function and f(x) is 

00 

In {(s) _ ff( ) -5-1 d --- xx x, 
S 

(2.13) 

I 

which can be deduced as follows: 

p p 

(2.14) 
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Using Stieltjes' integrals (see Appendix 11 for this important tool!) and performing 
integration by parts, we obtain 

00 00 

S/Jl"(X)X-S-1dX = [-x-sJl"(x)]~ + /X-SdJl"(X) = Lp·-s, (2.15) 

lIP 

since for S > 1 the integrated term vanishes both at x = 00 and x = 1. In an 
analogous manner, we find that 

00 00 

S / Jl"(x ~ )x-s- l dx = / x-s dJl"(x ~) = L p-ns. (2.16) 

lIP 

Next, inserting the definition of f (x) from (2.11) in the integral of (2.13), and using 
(2.15) and (2.16) as welI as taking (2.14) into account, the integral is reduced to 
In ~ (s) / S .-Formula (2.13) can, in fact, be transformed in several different ways. 
One form, in which the so-calIed Mellin transform has been used, is the folIowing: 

2+iT 

lim -. -ln~(s)ds = 1 / X
S 

T ->00 2Jl" I S 
2-iT 

00 1 I L -;-Jl"(x7), 
j=l J 

00 1 I 1 L -;-Jl"(x7) - -, if x = pm. 
j=l J 2m 

(2.17) 

In this equation f (x) has been expressed with the aid of known functions. However, 
the integral is very difficult to determine with high accuracy; thus (2.17) is of no 
immediate value in the computation of f(x) and Jl"(x). An efficient formula for 
numerical computations has been devised by Lagarias and Odlyzko, and used to 
calculate Jl"(x) for large values of x; see p. 33! 

The Zeros of the Zeta-function 

There is also a reasonably simple connection between f(x) and the zeros of the 
Riemann zeta-function: 

00 

f(X)=liX-Lli(XP)+/ 2 dl -ln2. 
(I -1)tlnl 

P x 

(2.18) 

This formula was published by Riemann in 1859 and proved by von Mangoldt in 
1895. Here p denotes alI the complex zeros of the Riemann zeta-function, and 
li(xP) = ]jeeP Inx) is the logarithmic integral of a complex variable, defined by 

u+iv 

li(eu+iV) = / :z dz, v =1= o. (2.19) 

-oo+iv 

47 



8 

7 

6 

5 

4 

3 

2 

THE PRIMES VIEWED AT LARGE 

5 10 15 

00 JT(xl/n) 
Figure 2.1. The step-function I(x) = L ---

n~l n 

A complication is that L li(x P ) is only a conditionally convergent infinite series; 
thus the value of its sum is dependent on the order of summation of its terms. The 
summation has to be carried out in increasing order of magnitude of the complex 
zeros. It was in connection with these investigations that Riemann formulated his 
famous conjecture, for which no proof has been found so far. Riemann conjectured 
that the complex zeros of the zeta-function all have their real part a = 1/2 and are 
all simple zeros. By means of extremely laborious but delicate computations, it has 
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been proved by Brent, van de Lune, te Riele and Winter that the first 1,500,000,00 1 
zeros on each side of the a-axis all lie exactly on the line a = 1/2 and are simple 
zeros, see [5] and [6]. This covers the segment It I < 545,439,823.215 of the 
line a = 1/2, since the number of zeros below t is ~ u In u - u - 1/8, with 
u = t /2JT. A detailed error analysis of the computations executed in the computer 
program used proves the correctness ofthe computer's results.--Also, much larger 
intervals of substantial length have been searched for the zeros, see [6'], where a 
large interval about the 1020th zero is studied.-Ifthe Riemann hypothesis is true, 
then the order of magnitude of the terms li(xP ) in (2.18) will be O(,JX), and the 
function f (x) will be approximated by its leading term, Ii x, with an error of the 
order of magnitude O(,JXlnx), as can be proved by a detailed analysis. Thus, 
assuming the truth of the Riemann hypothesis, we have the conjectured error term 

f(x) ~ lix + O(.jXlnx). (2.20) 

Conversion From f(x) Back to JT(x) 

If lix is a good approximation to f(x), what can be said about JT(x)? In the 
definition (2.11), f(x) is a rather complicated function of JT(x). Fortunately, 
however, there exists an inversion formula by which JT(x) can be expressed in 
terms of f(x): 

JT(x) = f f..L(n) f(x l / n ). 

n=1 n 
(2.21) 

The function f..L(n), which appears here, is called the Mobius function and is defined 
by the rules 

{
I, 

f..L(n) = 0, 
( _1)k, 

if n = 1 
if n contains some mUltiple prime factor 
if n is the product of k distinct primes. 

The most important property of the Mobius function is 

ifn = 1 
if n > 1. 

(2.22) 

(2.23) 

(Note that also the improper divisors d = 1 and d = n of n have to be included 
in this formula!) To prove (2.23), suppose that n = f1:=1 p~' , with all Pi being 
different primes. Then din, and f..L(d) = (-I)k if d is a product of precisely k 
different members of the set of s primes Pi. This case will occur for G) different 
divisors d of n. All divisors d of n containing one or several of the primes Pi twice 
or more have f..L(d) = 0, according to the definition of f..L(d). Thus 
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The relation (2.23) has as one of its consequences that 

(2.24) 

since 

= ~ Ldln /-L(d) = 1 . l-s = 1. 
L...J nS 
n=1 

That (2.21) is equivalent to (2.11) is now proved in the following way: 

( mn) 
00 00 00 limn 00 00 /-L -L /-L(n) f(x~) = L (/-L(n) L H(X ») = L L m H(x l/mn ) 

I n n=l n m=l m n=l m=1 mn 

according to (2.23). 

The Riemann Prime Number Formula 

If f(x) in (2.21) is approximated by Ii x, we obtain Riemann's famous prime 
number formula: 

~ /-L(n). ! 
R(x) = L...J -- h(x-) = 

1 n 

1 1 1 1 1 1 1 1 = lix - -Ii(xi) - -Ii(x 3 ) - -li(x 5 ) + -li(x 6 ) - .•. (2.25) 
2 3 5 6 

The leading term in (2.25) is the approximation of Gauss, Ii x, and the maximum 
error of (2.25) is of the same order of magnitude as it is for the approximation Ii x. 
For the numerical computation of Ii x and R (x), it is convenient to use their power 
series expansions in the variable In x. The deduction for Ii x runs 

! dx ! e' ! 00 tn-I dt 
- = (putting e' = x) - dt = L: -- = 
Inx t n=O n! 

00 tn 00 (In x)n 
= Int + L:- +CI = Inlnx + L:-- +C1• 

1 n!n I n!n 
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If the limits of integration are chosen to be 0 and x, it can be shown that the constant 
of integration assumes the value y = Euler's constant = 0.5772 ... , which gives 

00 (lnx)n 
lix = y +lnlnx + L --. 

n=1 n!n 

The function R(x) can be transformed into the so-called Gram series: 

R(x) = f: J.l(n) li(xl/n) = (putting x = e' ) f: J.l(n).li(e,/n) = 
I n I n 

= f: J.l(n) (y + In!.. + f: (tjn)m) = 
n=1 n n m=1 m!m 

-1+ -- -- -1+ 00 (tm 00 J.l(n») 00 tm 
- ~ m!m ~nm+1 - ~m!m{(m+l)' 

The deduction above is dependent on the following two limits:: 

~ J.l(n) = lim ~ J.l(n) = lim _1_ = 0, 
~ n s-+I ~ n S HI {(s) 

and 

~ J.l(n) Inn . ~ J.l(n) Inn . ~ d ( 1) 
~---=hm~ =hm~J.l(n)- ._- = 

I n s-+ I I n S s-+ I I ds n S 

(2.26) 

(2.27) 

(2.28) 

d ~ J.l(n) d {'(s) = lim - - ~ -- = lim --{(s) = lim -- = -1. (2.29) 
s-+I ds I n S s-+I ds s-+I S-2(s) 

The value of the last limit follows from the fact that S-(s) in the vicinity of s = 1 
has the leading term Ij(s - 1), and that thus its derivative S-'(s) has the leading 
term -Ij(s - 1)2. 
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In order to provide the reader with some idea of the accuracy in the approxi­
mations Ii x and R (x), we give some values in a small table: 

Accuracy of the approximations Ii x and R(x) 

x rr(x) lix - rr(x) R(x) - rr(x) 

102 25 5 1 

103 168 10 0 

104 1,229 17 -2 

105 9,592 38 -5 

106 78,498 130 29 

101 664,579 339 88 

108 5,761,455 754 97 

109 50,847,534 1,701 -79 

1010 455,052,511 3,104 -1,828 

1011 4, 118, 054, 813 11,588 -2,318 

1012 37,607,912,018 38,263 -1,476 

1013 346,065,536,839 108,971 -5,773 

1014 3,204,941,750,802 314,890 -19,200 

1015 29,844,570,422,669 1,052,619 73,218 

1016 279,238,341,033,925 3,214,632 327,052 

1011 2,623,557,157,654,233 7,956,589 -598,255 

1018 24,739,954,287,740,860 21,949,555 -3,501,366 

A denser table can be found at the end of the book. We conclude that for 
large values of x, Ii x and in particular R (x) are close to rr (x). The more detailed 
table shows that R(x) - rr(x) has a great number of sign changes, which often 
characterizes a good approximation. 

The Sign of Ii x - rr(x) 

From the table above we might get the impression that Ii x is always > rr (x). This 
is, as a matter of fact, an old famous conjecture in the theory of primes. Judging 
only from the values given in the table, we might even try to estimate the order 
of magnitude of Iix - rr(x) and find it to be about ,JilIn x. However,for large 
values o/x, this is completely wrong! On the contrary, Littlewood has proved that 
the function Ii x - rr (x) changes sign infinitely often. Since those days people have 
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tried to expose a specific example of Iix < n(x). Moreover, Littlewood's bounds 
for Ii x - n (x) show that this difference for some large values of x can become 
much larger than lix - R(x), showing that R(x) for such vallues of x is close to 
lix rather than close to n(x). Thus the good approximation of R(x) to n(x) is 
also to a large extent deceptive. If our table could be continued far enough, there 
would be arguments x for which lix - n(x) = 0, while R(x) - n(x), for such 
values of x, would be fairly large!-The best result so far obtained in the attempts 
to expose an x, leading to a negative value of Ii x - n (x), is by Herman te Riele, 
who in 1986 showed that between 6.62 . 10370 and 6.69 . 10370 there are at least 
10180 consecutive integers, for which Ii x < n(x). See [7']. 

The study of the difference Ii x - n(x) shows that in some cases reasoning 
based on numerical evidence can lead to wrong conclusions, f:ven if the evidence 
seems overwhelming! 

The Influence of the Complex Zeros of ~(s) on n(x) 

As can be seen from the above table, not even R(x) can reproduce the primes 
completely. The reason for this is that the contribution to I(x) from the terms 
-Ii(xP ) in (2.18) has not been taken into account in writing down the expression 
R(x). (The other two terms have very little influence on n(x), particularly for 
large values of x.) Since Ii x describes well the distribution of primes viewed at 
large, we may say that the complex zeros of the Riemann zeta-function induce 
the local variations in the distribution of the primes. It turns out that each pair 
Pk = ! ± ierk of complex zeros of ~(s) gives rise to a correction CkCx) to I(x), 
of magnitude 

( 200(1. P -2,Ji cos (erk In x - arg Pk) 
Ck x) = - .n IX *) ~ . 

Ipkl lnx 
(2.30) 

Each of the corrections Ck(X) to I(x) is an oscillating function whose amplitude, 
which is 2,Ji/(lpkllnx), increases very slowly with the value of x. The curves 
y = Ck(X), for k = 1,2, ... ,5, corresponding to the first five pairs of complex 
zeros of ~(s), have been sketched in the diagrams on the next page. 

Finally, all these corrections to I(x) produce, in tum, corrections to n(x) 
which are constructed following the same pattern as that exhibited in formula (2.25) 
for R(x), but with Ck(x) substituted for lix. Adding up the first ten corrections 
of the type shown in the graphs on the next page, we arrive at the approximation 
RIO(x) of n(x), depicted on p. 55. Comparing RIO(x) with n(x), in the same 
figure, we see that RIO(x) reproduces n(x) quite faithfuIly.-The influence of the 
first 29 pairs of zeros, covering the segment It I 5 100 of the line (j = 1/2, has 
been studied in detail in [7] by the author of this book. 
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a = 14.134725 
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Figure 2.3. JT(x) vs. RIO(x) 
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The Remainder Term in the Prime Number Theorem 

We have mentioned that assuming the Riemann hypothesis to be true, the Prime 
Number Theorem with remainder term states that 

7r(x) = lix + hex), with h(x)!b O(.jXlnx), (2.31) 

where" !b" indicates that the result is only conjectured, not proved. Until the 
Riemann hypothesis is proved, however, only weaker estimates of the remainder 
term h (x) are known to be valid. If e.g. it could be proved that the upper limit of 
the real part a of the zeros of the zeta-function is (), for some () between ! and 1, 
then it would follow that 

7r(x) = lix + O(x9 ). (2.32) 

Some actually proved estimates of the remainder term are given in the following 
expressions: 

(2.33) 

(2.34) 

For proofs, see [8] or [9].-ln these estimates of the error term, the numerical 
values of the constants latent in the O-notations are not given. These constants 
are theoretically computable, but the computations are so complicated that nobody 
has undertaken them. In spite of this lack of precision, the formulas are very useful 
in theoretical investigations, but mainly useless when it comes to computing the 
number of primes less than, say, 10100. In such a situation it is not sufficient to 
know just only the order of magnitude of 7r(x) - lix, when x ~ 00, but the 
numerical values of all the constants in the remainder term must also be known. 
This remark leads us over to 

Effective Inequalities for 7r(x), Pn, and ()(x) 

In 1962 some elegant inequalities for 7r(x) have been discovered by J. Barkley 
Rosser and Lowell Schoenfeld [10]-[12]. We quote (without proving) the follow­
ing: 

x ( I) x . ( 3) - 1+-- < 7r(x) < - 1+--
lnx 2lnx Inx 21nx 

(2.35) 

x:::: 59 x:::: 1 

x x 

Inx -! < 7r(x) < 
lnx - ~ 

(2.36) 

x:::: 67 
3 

x :::: e l = 4.48169 
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lix -li.;x < ]f(x) < lix. (2.37) 

The domain of validity is indicated below the inequality sign for each of the 
inequalities. We also give some estimates of the nth prime, Pn, the first one given 
found by Rosser and the second by Robin [13]: 

n (In(n Inn) - ~) < Pn < n (In(n Inn) - ~) (2.38) 

n ::: 2 n::: 20 

n(1n(nlnn) -1.0072629) ~ Pn < n(1n(nlnn) - 0.9385). (2.39) 

In [11] the following inequalities are proved for the Chebyshev function () (x) = 

Lp:-::x 1np: 

0.998684x < ()(x) < 1.001102x, (2.40) 

1319007 ~x O~x 

and for smaller values of x 

()(x) > 0.985x if x::: 11927. ()(x) > 0.990x if x::: 32057 

()(x) > 0.995x if x::: 89387, ()(x) > 0.998x if x::: 487381. 
(2.41) 

These inequalities are useful when it comes to analysing strategies for the opti­
mization of various algorithms in factorization and primality testing. 

The Number of Primes in Arithmetic Progn~ssions 

Suppose that a and b are positive integers, and consider all integers forming an 
arithmetic progression an + b, n = 0, 1,2,3, ... How many of these numbers ~x 
are primes? Denote this total by ]fa.h(X). In order for an +b to contain any primes 
at all, it is apparent that the greatest common divisor (a, b) of a and b must be 
= I (except in the obvious case when b is a prime and a is chosen a multiple of 
b, in which instance an + b will contain just one prime, b). If this condition is 
fulfilled, a certain proportion of all primes, I/({J(a), where ({J(a) is Euler's function 
(see Appendix 2, p. 269), belong to the arithmetic series as x --+ 00. Utilizing the 
Prime Number Theorem this gives the following theorem of Dirichlet, the proof 
of which was not completed until de la Vallee-Poussin gave his proof of the Prime 
Number Theorem: 

lim ]fa,h(X) = _1_. 
x--->oo lix ({J(a) 

(2.42) 
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Analogous to the remainders of the Prime Number Theorem presented in (2.33)­
(2.34), it has been proved that 

lix ( r,--) 
JTa,b(X) = cp(a) + 0 xe-vlnx/15 (2.43) 

etc. Proofs are furnished in [8]. Dirichlet's theorem states that the primes are ap­
proximately equi-distributed among those arithmetic series of the form an + b, for 
a fixed value of a, which contain several primes. Thus in the limit half of the primes 
are found in each of the two series 4n -1 and 4n + I, or in 6n -1 and 6n + I, and 25% 
of the primes are found in each of the four series Ian ± I, Ian ± 3, etc. Dirichlet's 
theorem also tells us that every arithmetic series an +b with (a, b) = 1 contains in­
finitely many primes. To give just one example: There are infinitely many primes 
ending in 33333, such as 733333, 1 133333, 2633 333, 2833333, 3233 333, 
3433333, 3733333, 4933333, 5633333, 6233333, ... , 1 000 133333 ... , be­
cause the series 100 OOOn + 33333 contains, in the long run, 1/40 000 of all 
primes. 

A readable account in which many of the topics of this chapter are discussed 
in greater detail is [14], which also contains a large bibliography. 
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CHAPTER 3 

SUBTLETIES IN THE DISTRIBUTION OF PRIMES 

The Distribution of Primes in Short Intervals 

There are only very few proved results concerning the distribution of primes in 
short intervals. The prime number theorem tells us that the average density of 
primes around x is approximately 1/ In x. This means that if we consider an 
interval of length .6.x about x and choose any integer t in this interval, then the 
probability of t being a prime will approach 1/ Inx as x -+ 00, if .6.x is small 
compared to x. This implies that the primes tend to thin out as x grows larger; 
an implication that becomes obvious when considering that the condition for a 
randomly picked integer x to be composite is that it has some prime factor S,J"X, 
and that there are more prime factors s,J"X to choose from when x is larger. 

What law governs the thinning out of primes as we go higher up in the number 
series? On the average Pn+l - Pn grows slowly with n. However in contrast, 
certainly as far as current prime tables extend, we repeatedly discover consecutive 
primes for which PI!+1 - PI! = 2, the so called "twin primes." The reader should 
at this point examine Table 2 at the end of this book. 

Twins and Some Other Constellations of Primes 

Twin primes, i.e. pairs of primes of the form x and x + 2, occur very high up in the 
number series, see [1']. The largest known pair to date is the following incredibly 
large pair, found in 1993 by Harvey Dubner: 

1692 923232· 104020 ± 1. 

Detailed statistics on the occurrence of primes have been gathered up to at least 
7 . 1013. These statistics indicate that the twins tend to thin out compared with 
the primes as we move higher up in the number series. This is as natural as the 
thinning out of the primes themselves is because, if p is a prime, it becomes less 
and less likely that P + 2 is also a prime, the larger p is. In this context it is of 
interest to mention one of the few facts that have been proved about constellations 
of primes: Brun's theorem stating that the sum of 1/ p taken over all twin primes 
converges: 

B = (~ + ~) + (~ + ~) + (~ + ~) + (~ + ~) + ... ~ 1.9022. 
3 5 5 7 11 13 17 19 
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The constant B is termed Brun's constant; see [1] for its computation. Brun's 
theorem tells us that there are not very many twin primes compared with the total 
number of primes, since L 1/ p taken over only the twin primes converges, while 
L 1/ p extended over all primes diverges. 

A careful study of prime tables has also shown that constellations of primes 
other than twins, known from the beginning of the number series, are repeated 
over and over again. A detailed study has been made of the: occurrence of two 
different kinds of prime triples, (p, p + 2, p + 6) and (p, p + 4, p + 6), and of 
prime quadruples (p, p + 2, p + 6, p + 8). These constellations are exemplified by 
(41,43,47), (37,41,43), and (11,13,17,19) respectively.-Nothing has so far been 
proved about the occurrence of such constellations, but Hardy and Littlewood 
[2] have made a famous conjecture about their numbers. Before getting into a 
general discussion on constellations, we give below some special instances of this 
conjecture. 

The number of some prime constellations Px , with their smallest member:::: x, 
as x tends to infinity, are given by the following formulas, in which the products 
are taken over the primes indicated: 

x x 

c n pep - 2) f dx f dx Px(p, p + 2) 'V 2 2 --2 = 1.320323632 --2 
>3 (p - I) (lnx) (lnx) 

p- 2 2 

(3.1) 

x x 

~ ~ n p2(p - 3) f~ = 2.858248596 f-~ (3.2) 
2 p~5 (p - 1)3 2 (lnx)3 2 (lnx)3 

x x 

~ 27 n p3(p -4) f~ = 4.151180864j·~ (3.3) 
2 (p - 1)4 (lnx)4 (lnx)4 
p~ 2 2 

We have here introduced the symbol ~ instead of writing just 'V to indicate that 
the corresponding relation is only conjectured, not proved. 

In the following little table we give a count of the number of prime con­
stellations, as found by some of the statistics [3] mentioned above, and compare 
these values with the corresponding numbers calculated by means of the Hardy­
Littlewood formulas: 
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Number of prime constellations::::: 108 

Constellation Count Approx. 

(p, p + 2) 440312 440368 

(p, p + 2, p + 6) 55600 55490 

(p, p + 4, p + 6) 55556 55490 

(p, p + 2, p + 6, p + 8) 4768 4734 

Admissible Constellations of Primes 

Any constellation of integers of the following form, which is not ruled out by 
divisibility considerations as a candidate for consisting of only prime numbers, is 
called an admissible constellation: 

Thus t + 1, I + 3, I + 5 is inadmissible. It is eliminated because three consecutive 
odd (or even) integers always contain precisely one multiple of 3. This particular 
constellation is ruled inadmissible despite the fact that it contains the sequence 
of primes 3, 5, 7, because at the moment we are interested only in constellations 
capable of containing several instances with all its members prime. 

To verify if a given constellation is admissible is easy in principle, but may 
be a quite laborious task if I is large. The method of verification consists of 
trying to sieve with the multiples of the primes 2, 3, 5, ... in such a way that the 
integers of the constellation are avoided. If this succeeds for all primes S I then the 
constellation is admissible, otherwise it is not. The process is similar to sieving 
with the sieve of Eratosthenes, but with all possible starting points for the first 
multiple of the small primes. 

As an example let us see if the constellation 

1+1,1+7,1+11, t+13, 1+17, 1+19, 1+23, t+29 

is admissible. Since all its members have the same parity, we need not consider 
the factor 2 as long as we choose t even. Represent the constellation by the 
corresponding integers in the interval [l, 29]. Now, there are 3 different ways to 
sieve with the prime 3: 

1,4,7,10,13,16,19,22,25,28, 2,5,8,11,14,17,20,23,26,29, 

and 3,6,9,12,15,18,21,24,27. 
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The last of these 3 sievings does not land upon any number in the constellation. If 
we thus choose t = 0 mod 3, everything is satisfactory so far. For the multiples of 
5 we also find only one position which does not collide with any member of the 
constellation: 

5, 10, 15,20,25. 

The multiples of 7 can be placed on top of the numbers in the constellation in 7 
different ways: 

1,8,15,22,29, 2,9, 16,23, 3,10, 17,24, 4, 11, 18,25, 

5,12,19,26, 6,13,20,27, 7,14,21,28. 

All these possibilities have at least one number in common with the constellation 
which, as a result of this fact, is inadmissible. This fact may also be expressed 
algebraically by saying that the integers of the constellation represent all seven 
residue classes mod 7: 

7=0,1=1,23=2,17=3,11=4,19=5, B=6mod7. 

Actually, this last way of describing the members of the constellation mod 7 
gives a clue to a somewhat simpler procedure to decide whether a constellation is 
admissible or not. All that is needed is to first fix the value of t, then to compute 
t + ai mod p for all ai's of the constellation and finally to check if the values 
found leave at least one residue class mod p free or not. If there is at least one 
free residue classfor every prime p, then the constellation is admissible, otherwise 
not. Obviously this checking is necessary only for the primes p .:::: I, where I (as 
previously) denotes the number of members of the constellation. The reason is 
that if p > I, then there exists at least one free residue class mod p (because I 
elements cannot occupy p different classes, if 1< p.) So in re-doing the example 
given above, we successively find (after having fixed the value of t = 0): 

Occupied residue classes mod 2 1 

mod 3 1,2 

mod 5 1,2,3,4 

mod 7 0,1,2,3,4,5,6 

and we have, as before, arrived at the result that this particular constellation is 
inadmissible, since all seven residue classes mod 7 are occupied. 
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The Hardy-Littlewood Constants 

What is the origin of the complicated looking constants in the Hardy-Littlewood 
formulas (3.1)-(3.3)? Obviously. each residue class (mod p) which is not repre­
senled by the integers in the constellation gives exactly one possibility for sieving 
with multiples of p. Enumerating the number of possibilities available for each 
prime gives the numerical values of these constants. Take as example formula 
(3.3). concerning the constellation I. I + 2. I + 6. I + 8. The multiples of 2 can 
only be placed in positions 1. 3. 5. 7 and the multiples of 3 can only be inserted 
in 1. 4. 7 without ruling the constellation out as inadmissible. This reduces the 
number of useful I's to just one residue class mod 6. but when this residue class 
is chosen. it augments the possibility that I. t + 2. I + 6 and t + 8 are all primes 
by a factor (f x ~)4 = 81 when compared with the situation of all four integers 
being chosen at random. This gives rise to the numerical factor ~ . 81 = ¥ in 
(3.3). Furthermore. for any prime p ::: 5 we have p - 4 choices to prevent any of 
I. 1+2. 1+4 and t + 8 from being multiples of P. as compared with p - 1 choices 
for each of these integers. if they were to be chosen independently. This gives rise 
to the following factor: 

(3.4) 

This explains the form of the infinite product in (3.3). 

As a final example. let us study the constellation representing the pattern of 
primes between 11 and 67: 

1+11. t+13. 1+17 ....• 1+59. 1+61. t+67. (3.5) 

We shall prove it admissible and find the Hardy-Littlewood formula for its num­
bers. Since all its members are primes for t = O. the first primes 2. 3, 5 and 7 
obviously do not interfere with this constellation. It has 15 members, so that for 
large primes p we have at least p - 15 residue classes remaining in which to place 
the multiples of p without hitting any number in the constellation. How about the 
primes from 11 onwards? Well, a check reveals that (still with I = 0) the residue 
class == 5 mod 11 is not used, neither is the residue class == 12 mod 13. For p = 17 
there are 4 free residue classes, for p = 19 there are 6, for p = 23 there are 9, 
and finally, for all p ::: 29 there are p - 15 residue classes available from which 
to select the multiples of p. 

In order to compute the constant in the formula for the number of constella­
tions of this kind. we need to use the information just obtained about the number 
of residue classes available for each prime. Thus, the exact form of the formula in 
this case is found to be 

PAt + 11, t + 13. 1+ 17 •.... t + 61. 1+ 67) ~ 
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c 214 314 514 714 1114 1314 4. 1714 6. 1914 9. 23 14 
'" -. -. -. -. --. --. ---. ----. ---x 

115 215 415 615 1015 1215 1615 1815 2215 
x n pl4(p - 15) f dx 

x (p _ 1)15 (lnx)15 = 
p'?29 2 

x f dx X 
= 187823.7 15 '" 187823.7· -1 )15' 

(Inx) (nx 
(3.6) 

2 

Readers interested in how to compute accurately the numerical values of the infinite 
products occurring in the constants of these conjectures, are referred to Exercises 
3.1 and 3.2 below and to [4]. Despite the fact thatthe primes are not all individually 
known, these constants can be computed 10 any desired accuracy! This astonishing 
result is due to the fact that (2.7) can be transformed (in a rather complicated way) 
so as to express any of these constants as a convergent series of known functions. 

Exercise 3.1. The prime zeta-function. The function P(s) = E p-s, summed over 
all primes, is called the prime zeta-function. It is indispensable for the evaluation of 
expressions containing all primes such as the twin prime constant, occurring in (3.1), or 
the infinite product in (3.6). Values of P(s) may be computed from values of the Riemann 
zeta-function ~(s) in the following way: taking logarithms of both sides of (2.7) gives 

00 -ks 00 1 00 P(ks) 
In~(s) = - L)n(l- p-S) = LL Pk = L k LP-h = L-k-' 

p!). p!). k=1 k=1 p!). k=1 

Inversion of this formula gives 

P(s) = f JL(k) In ~(ks). 
k=1 k 

Here JL(k) is Mobius function and the values of the zeta function are to be computed as in 
exercise 2.2 on p. 45. For large values of ks the following shortcut may be convenient: 

]n S(ks) = In(1 + 2-ks + 3-ks + 4-ks + ... ) = 
1 

= Z-ks + 3-ks + _ .4-ks + 5-ks + rks + ... 
2 

Write a FUNCTION P(s) calling the FUNCTION zeta(s) from exercise 2.2 and giving the 
value of P(s) for s 2: 2. Incorporate P (s) in a test program and check your programming 
ofP (s) by re-computing In ~(s) from P(s) by the formula above and comparing the result 
with the result of a direct computation of In ~ (s). 

Exercise 3.2. The twin prime constant. The twin prime constant C in (3.1) can be 
evaluated by the following computation: Write 

In % = LIn P(P_-12; = L {In (1 - ~) -21n (1 - ..!.)" = 
p~3 (p ) p~3 P P , 

= ~ (-~ - ~ . :2 - ~ . :3 -... + ~ + ~ . :2 + :~ . :3 + .. -) = 

_ '" ~ 2 - 2i 1 _ ~ 2i - 2 '" _ ' _ ~~ __ . _. j __ ~ __ . _~p J. 

p~3 j=2 J P i=2 J p~3 
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Now LP-3 p-s = P(s) - 2-" where P(s) is the prime zeta-function studied in exercise 3.1 
above. Use your FUNCTION pes) in a computer program which evaluates In(Cj2) after 
the formula given above. Compare the result with the value calculated from C as given in 
(3.1)! 

A generalization of (3.1 )-(3.3) is a very famous conjecture called 

The Prime k-Thples Conjecture 

Any admissible constellation occurs infinitely often with all its members primes, 
and the asymptotic number of its occurrences::=:: x is Q (x j (In x )k), where k is the 
number of integers in the constellation. 

This has not been proved, not even in its simplest case, for twins! By sieve 
methods it has been proved, however, that the number of admissible constellations 
has upper bounds of the form Cxj(lnx)2.-There is, on the other hand, a heuristic 
line of reasoning which makes the conjecture plausible. It is instructive to examine 
this line of reasoning, and find out what is lacking for a complete proof. 

To do so, we start with 

Theorem 3.1. Theorem of Mertens. 

n (1 - ~) ~ e-Y = 0.5615, as x ~ 00. 

2Scp9 P lnx lnx 

Here, y is Euler's constant. For a proof, see [5]. 

Replacing x by xO.5615, we find that 

n 1-- ~-, ( 1) 1 
2Scp:::x05615 p In x 

for large x. 

(3.7) 

(3.8) 

However, 1 j In x is the expectation that a large integer x, chosen at random, is 
prime. On the other hand, the number x is prime if and only if it is not divisible 
by any of the primes ::=::Jx. Thus, we might expect 

( 1) n 1--
2:::p:::xO.5 p 

to be 
1 

Inx 
for large x, (3.9) 

which clearly is discrepant from Mertens' theorem. This discrepancy must arise 
from the fact that there are subtleties in the distribution of the primes up to Jx, 
which influence the primes near x and which are not accounted for by the simple 
statistical model utilized, in which divisibility by different primes is considered to 
be independent. Or, to put it another way, the sieve of Eratosthenes is special in 
the sense that it sieves out numbers more efficiently than does a "random" sieve. 
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Thus, when sieving with all primes p::::.JX and utilizing the sieve of Eratosthenes, 
the Prime Number Theorem ensures that in the vicinity of x the fraction 1/ In x of 
numbers remain untouched by the sieve, while a random sieve using exactly the 
same primes leaves, according to (3.7), the larger fraction 1.123/ Inx of numbers 
unaffected by the sieve. Note that a special property of the sieve of Eratosthenes is 
the existence of one and only one number, zero, which is struck by all the sieving 
primes.-The simple model of independent divisibility by the primes ::::.JX can, 
as a matter of fact, be used first when we consider blocks of consecutive integers 
as huge as the product of all the primes ::::.JX. The length of such a block is of the 
order of magnitude e,fi, which is very much larger than x. We shall make use of 
the difference in efficiency between the sieve of Eratosthenes and a random sieve 
later, when discussing superdense constellations. 

Theoretical Evidence in Favour of the Prime k-Tuples Conjecture 

We now return to the heuristic line of thought as promised in the prime k-tuples 
conjecture. We confine the deduction to the case of twin primes. Let the notation 
E(x, x + 2 E P) denote "the expectation that x and x + 2 bOoth belong to the set 
of primes P." Then, a similar reasoning to that used previously leads to 

c n p-2 E(x, x + 2 E P) "'- E(x E P) --', 
3:sp:sFx p - 1 

(3.10) 

unless the above needed trans/ormation ftvm .JX to XO.5615 (or possibly some 
other correction) must be made in order that the asymptotic number of twin primes 
emerges correctly. No-one has so far proved anything in this direction. If we 
change .JX to xO.5615, we easily obtain 

E(x,x +2 E P).s E(x E P) 

2 
"'---

(In x)2 

2 00 ( 2) ( 1 )-2 "'--n 1-- 1--
(lnx)2 p=3 p P 

1.320323632 
(In x)2 

In passing from the first to the second line we have multiplied by a factor 
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in order that the infinite product in the final line be convergent. 

In summary; since the infinite product in (3.10) diverges as x ---+ 00, the upper 
limit XO.5615 imposed on p is crucial for the asymptotic formula to be correct! We 
complete this theoretical discussion by remarking that the expression x / (In X)k 

tends to infinity with x, for any k, which implies that ifthe prime k-tuples conjecture 
is true all kinds of admissible constellations will occur infinitely often with all 
elements primes. By this remark we actually weaken the conjecture enormously, 
but it still implies that, although the primes thin out as x ---+ 00, they tend to form 
clusters, so that all these constellations are formed over and over again. 

Numerical Evidence in Favour of the Prime k-1Uples Conjecture 

We have already presented the very impressive comparison between the statistics 
on the occurrence of four simple constellations and the predictions calculated on 
the basis of the prime k-tuples conjecture. A similar check has been made for the 
primes in the intervals [lot, lot + 150,000] for k::: 15, and the agreement between 
conjecture and reality was strikingly good also in these cases. 

In our theoretical discussion of the twin prime conjecture above, we found 
that a change from .jX to x°.5615 had to be made in order for the formulas to 
develop as they should. Such a subtle change may be regarded as having only 
second-order effects on the distribution of the primes. Thus, if some second-order 
effects of the empirical model used could be numerically tested, and were found to 
agree with reality, then this would support other conclusions drawn from the same 
model, such as the primes k-tuple conjecture. Precisely such a test of second-order 
effects has been carried out by Richard Brent [6] who, in 1974, published statistics 
on the occurrence of small gaps between consecutive primes. The distribution 
of gaps of various sizes can also be predicted from the same model that has led 
to the twin primes conjecture. Also in these statistics, a very striking agreement 
between prediction and reality was observed for the whole interval investigated, 
which ranged from 106 to 109 . To give the reader some idea of Brent's results, we 
give on the next page the number of prime gaps of length 2r, as actually counted 
in a prime table, and as predicted by the model used. 

The Prime Number Theorem states that the primes become less dense the 
higher we reach in the number series. This has led Hardy and Littlewood to 
formulate another hypothesis, namely 

The Second Hardy-Littlewood Conjecture 

In this conjecture it is supposed that nowhere can the primes be denser than in the 
beginning of the number series, or more precisely: In no interval [x + 1, x + y] 
oflength yare there more primes than in the interval [1, y].-Or 

JT(x + y) - JT(x) ~ JT(y) for all x, y. (3.12) 
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Counted and predicted number of prime gaps of length 2r itn [I (f, 109] 

r Counted Predicted r Counted Predicted 

1 3416337 3417060.1 21 953980 954689.0 

2 3416536 3417060.1 22 389432 389057.1 

3 6076242 6077407.1 23 334565 335337.0 

4 2689540 2688560.2 24 577051 577 898.6 

5 3477688 3477436.8 25 327960 327323.5 

6 4460952 4460654.7 26 245727 245799.1 

7 2460332 2461360.3 27 410614 410578.1 

8 1843216 1842845.7 28 211409 211469.0 

9 3346123 3347229.6 29 181894 182398.0 

10 1821641 1823424.2 30 371743 372007.3 

11 1567507 1567220.8 31 115542 115837.8 

12 2364 792 2362746.8 32 118927 118681.6 

13 1118410 1118419.0 33 216739 216467.5 

14 1218009 1218441.9 34 88383 88116.0 

15 2176077 2176130.5 35 124542 125688.7 

16 683346 682871.2 36 126650 126786.7 

17 718974 718118.6 37 62514 62578.8 

18 1 170757 1169307.2 38 55107 55325.4 

19 548416 547688.6 39 105300 105390.3 
20 648356 648539.8 40 53513 53578.4 

At first sight, this conjecture seems very plausible, but in 1974 Douglas Hens­
ley and Ian Richards [7] proved that certain admissible constellations exist which 
are denser than the series of primes in the beginning of the number series. This 
result implies that the two conjectures of Hardy and Littlewood are incompati­
ble! Such superdense constellations can be constructed according to the following 
ideas: 

As demonstrated on p. 67, a random sieve leaves untouched about 12% more 
numbers than does the annihilating sieve of Eratosthenes. The primes below u 
remain after sieving with the primes up to Ju using the algorithm of Eratosthenes. 
In the construction of an admissible constellation of primes, a random sieve, which 
is rather more preserving than the sieve of Eratosthenes, might be used, at least 
in part. Thus, a cleverly constructed admissible constellation of length x could 
in fact have more members in it than the H(X) numbers unaffected by the sieve of 
Eratosthenes. 
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The Midpoint Sieve 

The question is where to look for an admissible constellation with the desired 
properties? Could the number 1 together with the primes up to x be a suitable 
candidate? Definitely not, since the presence of small primes spoils it, just as in the 
case of the constellations t + 2, t + 3 and t + 3, t + 5, t + 7 which are inadmissible. 
On the other hand, if we omit the small primes then the resulting constellation 
might be admissible, such as the constellation (3.5) above, but would obviously 
contain fewer members than ;rr(x). At this point the idea of a midpoint sieve enters 
the discussion. Because the primes, on average, thin out as x grows, the primes 
below x /2 are more than ! of those below x. Thus, starting with the positive and 
negative primes between -x /2 and x /2 (together with the numbers ± 1), there is a 
possibility that these (apart from two small "holes" near the origin) will constitute 
an admissible constellation of the desired size. Let us now consider this possibility! 
Take, for example, the interval [-73, 73], which contains 2;rr(73) = 42 positive 
and negative primes. By excluding the primes in [-23, 23] (18 in total) and 
adding the two numbers ± 1, we are left with 26 numbers. These obviously form 
an admissible constellation, since all multiples of the primes::: 29 can be placed 
in the positions of numbers already eliminated. However, and this is a crucial 
point, 26 compares very unfavourably with the desired goal ;rr(146) + 1 = 35. 
Can the situation be altered if we choose a very large interval? Unfortunately, no! 
Let us try to find out why not. Consider now the interval [-x /2, x /2] containing 
2;rr(x/2) positive and negative primes. Exclude the primes in the interval [-U, U]. 
How large should U be? Well, we expect the final number of members of the 
constellation to be about ;rr(x), so that U ought to be about the same size. Thus, 
the number of primes about the origin which are excluded is about 2;rr(;rr(x», 
leaving approximately 

2;rr (~) - 2;rr(;rr(x» + 2 (3.13) 

numbers in the constellation. This expression has now to be evaluated and com­
pared with ;rr(x). Later on we shall have to evaluate a slightly more general 
expression, viz. (3.14), and thus, since ;rr(x) ~ x/ lnx, we may evaluate (3.13) by 
observing that it corresponds to the special case N = 1 in the formula immediately 
following (3.15). Sadly the calculation always results in the value of (3.13) being 
less than ;rr(x), at least for all sufficiently large values of x, and thus it might seem 
that the midpoint idea was not such a good one after all. 

Modification of the Midpoint Sieve 

Could the failure of the midpoint idea stem from the fact that the sieve of Er­
atosthenes annihilates too many of the numbers in the interval [-x/2, x/2] as 
compared to a random sieve? If this is the case, then perhaps the number U 
should be slightly decreased and chosen smaller than ;rr(x). Moreover, in order 
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not to allow multiples of primes between U and 1f(x) to spoil the proposed con­
stellation, they are placed (if possible) on numbers (composite or small primes) in 
[-x /2, x /2] that have already been employed! This is exactly what Hensley and 
Richards managed to do, and we now proceed to describe their reasoning in some 
detail. 

Construction of Superdense Admissible Constellations 

Consider once again the interval [-x /2, x /2], and place the multiples of all the 
small primes -::. U = x/ (N In x) for some constant N > 2/1112 in their normal 
positions, i.e., employ the sieve of Eratosthenes using these primes. Next, try to 
place the multiples of the primes >x/(N Inx) on top of the c:omposite numbers 
already gone or on top of the already annihilated small primes. This is the only 
tricky step in the entire procedure! If it succeeds, we are left with the positive and 
negative primes between x/ (N In x) and x /2 and the two numbers + 1 and -I, in 
total with 

21f (~) - 21f (_X_) + 2 
2 Nlnx 

(3.14) 

numbers in the constellation. If this number exceeds 1f(x), which it will do for 
all sufficently large values of x, then a superdense constellation will result. Here 
is the calculation which proves that the expression (3.14) will finally take values 
> 1f(x): as we have already mentioned, it is sufficient to use the Prime Number 
Theorem with remainder term for the proof. First, from (2.29) it follows that 

1f(x) = H(x) +0 -- = - + -- +0 --( X) X X (X) 
(lnx)2 Inx (lnx)2 (lnx)2 

(3.15) 

Using this, after some calculations we find that 

( 2) In2 - - x 
(X) (X) N (X) Kx 21f - -21f -- -1f(x)= +0 -- ""--, 

2 N lnx (lnx)2 (lnx)2 (lnx)2 

with a positive constant K, as long as N is chosen> 2/ln 2 == 2.89. Since the 
expression arrived at tends to infinity with x, there exist, amazingly enough, for 
all sufficiently large x, superdense admissible constellations of length x, with a 
number of elements that exceeds 1f(x). The number of elements in the constella­
tion can even be made to exceed 1f(x) by any fixed amount, say M. This can be 
achieved merely by selecting x large enough, and then there will exist an admis­
sible constellation of length x with a number of elements that exceeds 1f(x) by M 
or more. 

By quite complicated and extensive computer runs John Selfridge first showed 
that any superdense admissible constellation must exceed 500 in length, and Warren 
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Stenberg subsequently showed that there exists such a constellation of length 
S 20000. Finally, in 1979, Thomas Vehka [8] succeeded in exhibiting a superdense 
admissible constellation of length 11763 that consists of 1412 numbers, while 
1l'(11763) is only 1409. If we believe in the prime k-tuples conjecture, which, 
as we have seen, seems well founded, it would follow that a superdense cluster 
of primes would exist. It is certainly a challenge to try to exhibit such an entity! 
Since this cluster (if it exists) probably is very large, the first step to find one is that 
taken by Vehka, to construct a superdense admissible constellation, i.e. a pattern 
that these primes could make up. Then, as a second step, different instances of 
this constellation would have to be verified for primality of all its members, until 
finally a superdense cluster of primes could be identified. 

We have hitherto by-passed the problem of placing the primes between 
xl(N lnx) and x on the already eliminated numbers. The possibility to do this 
depends on a theorem of Westzynthius, Erdos and Rankin which states that, by 
sieving only with the small primes < lnx it is actually possible to find here and 
there in an interval of length x, provided x is sufficiently large, as many as N In x 
integers which have been sieved out by only these primes. N can here be arbitrarily 
large, provided x > xo(N). These sequences look much like the following one, 
taken from a small factor table: 

The smallest factor p of 33 consecutive integers n 

n p n p n p 

60044 2 60055 5 60066 2 
45 3 56 2 67 7 
46 2 57 3 68 2 
47 13 58 2 69 3 
48 2 59 19 70 2 
49 11 60 2 71 11 

50 2 61 17 71 2 
51 3 62 2 73 13 

52 2 63 3 74 2 
53 7 64 2 75 3 

54 2 65 5 76 2 

In order to make use of the theorem just mentioned, Richards and Hensley 
modified it to apply not only to sequences of consecutive integers, but also to 
integers forming an arithmetic series with the difference a prime number, just 
like the multiples of p in our interval [-x 12, x 12]. In this way they managed 
to prove that their proposed construction of superdense admissible constellations 
will succeed. 
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Some Dense Clusters of Primes 

Hensley's and Richards' work has some connection with an investigation by the 
author [9], made in 1969-70, in order to find a dense cluster of large primes. 
The idea was to seek repetitions of the patterns of primes in the beginning of the 
number series. It was during the course of this work that it was discovered that 
the constellation mentioned earlier, consisting of the primes between 11 and 67, 
is admissible. A search for primes having this pattern was, however, not quite 
successful. The "closest hit" at that time was the cluster 

429983158710+ 11,13,17,19,23,37,41,43,47,53,59, 

with all its members primes. (Only the primes 29, 31, 61 and 67 oftheconstellation 
are not repeated in this cluster.)-In 1982 this search was taken up by Sten Safholm 
and Demetre Betsis, who found the prime cluster 

21817283854511250 + 11, 13, 17, 19,23,29,31,37,41,43,47,53,59,61. 

The average prime density this high up is only one prime out of about 38 integers, 
which makes this cluster, with 14 primes out of 51 numbers, rather remarkable. 

How high up can we expect to find the cluster searched for, repeating the 15 
primes between 11 and 67? Well, using the prime k-tuples conjecture we have 
above found the expected numbers of this cluster below x to be approximately 
187823.7x/(ln x)15. This expression takes the value 1 for x ~3.3 . 1019, which is 
the order of magnitude where the first repetition of this cluster is to be expected. 
It is thus quite a bit higher than the author's search in 1969-70 had attained, and 
this explains why no repetition of this cluster of primes was found. 

The Distribution of Primes Between the Two Series 4n -I- 1 and 4n + 3 

The Prime Number Theorem for arithmetic series (2.40) tells us that the number 
1T4.1 (x) of primes below x of the form 4n + 1 is about the same as the number 
1T4.3 (x) of primes below x of the form 4n + 3, in the sense that 

lim 1T4.1 (x) = 1. 
x--->oo 1T4.3 (x) 

Not too much is known about the finer details in the distribution of primes between 
these two series, but prime number counts can give the general impression that 
primes of the form 4n + 3 are more abundant than primes of the form 4n + 1, so 
that the difference in numbers between these two categories of primes, 

1T4.3(X) - 1T4.1 (x) 
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is > 0 for most values of x. It is, however, known from the work of Littlewood 
[10] that there are infinitely many integers x with this difference negative, indeed 
the difference may for well chosen values of x be as large as 

( .jX In In In x ) 
1f4.I(X) - 1f4.3(X) = Q± lnx ' 

where the Q±-notation means that the absolute value of the left-hand side for some 
values of x is at least as large as some positive constant times the function in the 
big parentheses. 

In 1978, Carter Bays and Richard Hudson [11] have made a numerical in­
vestigation up to the limit 2· 1010. We shall now describe the results, which they 
achieved. 

Graph of the Function 1f4.3 (x) - 1f4.1 (x) 

In order to provide a rough idea of how regular the distribution of the odd primes 
may be between the two series 4n + 3 and 4n + 1, we produce below a computer 
drawn graph of the function ~(x) = 1f4.3(X) - 1f4.1 (x), and since the values of x 
and of the function will finally be large, a logarithmic scale on both axes in the 
diagram was used. This is a little bit awkward, since the value of the function 
may occasionally be zero or negative and therefore impossible to represent in 
a logarithmic diagram, so to avoid this difficulty, we actually drew, instead of 
10glO ~(x), the slightly more complicated function 

sign(~(x» 10glO(I~(x)1 + 1). (3.16) 

On the ~-axis we mark, of course, the straight-forward values of ~ and not the 
values of (3.16). 

On the next page we have shown, in two different diagrams, the curve for x 
up to 104 and for x between 1 Q4 and 106 . We observe that the x-axis is first crossed 
at x = 26,861. The graphs show the "general behaviour" of the function, which 
is approximately linear in the log-log-scale with local oscillations superimposed 
like a band around "line of growth." 

The Negative Regions 

The study of the function ~(x) has revealed six regions of x below 2 . 1010, in 
which ~(x) is < O. The first two of these regions are visible in the above graph 
of ~(x). The first region consists of only one point, the value x = 26,861 with 
~(x) = -1. 
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In the second region of negative values of t.(x), starting at x = 616,841, 
t.(x) makes several short dips into the negative. The deepest of these lies between 
623,437 and 623,803 where t.(x) runs as low as -8 for x = 623,681. From 
x = 633,799, the last value in the region with t.(x) ::sO, t.(x) rapidly increases 
again to the value 40 for x = 641, 639 and then continues on the same high level 
that it had reached before it entered into this negative region. The third region with 
negative values of t.(x) is much higher up, about x = 12,366,589, for which the 
lowest value of t. (x) in this region, -24, occurs. We reproduce below the graph 
of t. (x) in this region as well as, for comparison, on the following page, the graph 
of a curve depicting the results of coin tossing: 

I(x) = L Ep, P prime. 
p~x 

For the coin-tossing curve Ep = + 1 or -1 with equal probability. Observing the 
general resemblance between the coin-tossing curve and the curve for t.(x), we 
have yet another confirmation ofthe reasonability of using probabilistic models in 
studying the distribution of primes, at least locally. The coin-tossing curve does 
not, however, explain why 7T4.3 (x) -7T4.1 (x) resumes positive values after the visits 
into the negative. Quite the contrary-on average in half the cases the coin-tossing 
curve continues in the negative after an axis-crossing region. See [12]. 

12.1 12.2 12. 12.4 12.5 12.6 12.7 10· 

Figure 3.3. 7T4,3(X) - 7T4.1 (x) for 12.0· 106 :::: x :::: 12.7· 106 • 
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- 50 
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toOOO 

-1 

- -5 

Figure 3.4. Coin-tossing curve. 

The third negative region is somewhat different from the first two. In this 
region there is an area in which ~ (x) stays negative for a long while. This is the 
interval [12361933, 12377279] in which ~(x) < 0 continuously. This means that 
there are over 15,000 consecutive integers here for which ~(x) is negative! 

This property of remaining negative for a period will be even more pronounced 
in the following negative regions. 

The Negative Blocks 

In the three regions described so far, the "band" around the "main curve" descends 
only now and then below the x-axis, while the general tendency is still positive, and 
only occasionally are there short intervals when ~ < O. In each of the subsequent 
three negative regions, however, the curve plunges into and stays in the negative 
very long, resulting in long blocks of negative values of ~(x). We give some key 
values for these three long negative blocks: 

Region Negative block min ~(x) max ~(x) 

4 951,850,000-951,880,000 -48 -12 

5 6.34 . 109 ---{).37 . 109 -1374 -19 

6 18.54. 109-18.95. 109 -2719 -54 

77 



SUBTLETIES IN THE DISTRIBUTION OF PRIMES 

The negative blocks are actually larger than shown in the table but their extent is 
at present not precisely known. This is because the computer program with which 
Bays and Hudson detected them only provided output at regular intervals, and so 
the exact beginning and end of these blocks was lost.-The existence of these very 
long negative blocks came as a big surprise. In the largest block there are more 
than 410 million (consecutive) integers with ~(x) < O. This is more than 2% of 
the numbers in the range investigated (up to 2 . 1010). 

Bays and Hudson have, in addition, made a corresponding study of the dis­
tribution of the primes between the two series 6n ± I, with a similar result. Their 
report on this is published in [13]. 

Large Gaps Between Consecutive Primes 

Another local property of the series of primes that has been studied is the difference 
~n = Pn+1 - Pn between consecutive primes. The following assertion is easy to 
prove: ~n can be made as large as we wish. 

Proof. Let N = 2·3·5 ... Pn. Then the consecutive integers 

N + 2, N + 3, N + 4, ... , N + PII+I - 2, N + PII+I - 1 (3.17) 

are all composite. This is easy to understand, if we make a sieve of Eratosthenes 
for the given interval. Since N is divisible by all primes ~ p", the multiples of these 
primes will strike upon integers forming exactly the same pattern as the multiples 
of these primes form in the interval [2, P,,+I - 1]. But every one of these integers 
is certainly divisible by some prime ~ p", which will therefore also be the case 
for the corresponding integer of (3.17). Thus, every one of the integers (3.17) is 
composite. Since P,,+I can be made as large as we like, the assertion follows. Let 
us attempt to estimate how high up in the number series we have to advance in 
order to find a gap of width ~k. The mean value ~k of ~b k = 0, I, 2, ... , n - I, 
is, if Po is defined as 0, 

I n-I 
- ~ Pn 
~k = - ~~k =-. 

n k=O n 

According to (2.39), 

Pn > In(n In n) - 1.0073 = In n + In In n - 1.0073 > In n, 
n 

if n > eeLOO73 = 15.5. Since the largest value of the gap tl.k certainly is ::: its mean 
value ~k, 

Pn 1 max ~k ::: - > nn, 
k:Sn-1 n 

for n ::: 16. (3.18) 

From this it follows that a difference PHI - Pk of size ::: ~k certainly will occur 
for some 

(3.19) 
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This value is, unfortunately, a grotesque over-estimate of the smallest value of x 
possible, but this is what is easily proved. When Ilk takes a larger value for some 
k than it has for all smaller values of k, this is called a maximal' gap. The maximal 
gaps have been found up to 7.263 . 1013 by Daniel Shanks [14], by L. J. Lander 
and T. R. Parkin [15], by Richard Brent [16], [17], and by Jeff Young and Aaron 
PotIer [18], and are given in the table on the next page. 

The (over-)estimate (3.19) proves that a gap of length 100 must occur before 
e 100 = 1043.43, while the table shows that such a gap occurs already for 105.57 , a 
significantly smaller value of G. From the values of the table Shanks has conjec­
tured that the first gap of width Ilk will appear at approximately G = e.;t;;, which 
may also be expressed as 

max.;t;; '" In G, as G ~ 00. 
k~G 

The Cramer Conjecture 

(3.20) 

A related conjecture has been made much earlier by Harald Cramer [19], who 
conjectured that 

-.- Iln c 
hm 2 = 1. 

n->oo (In Pn) 
(3.21) 

Since Cramer's argument actually is quite simple and is a nice example of statistical 
reasoning applied to the distribution of primes, we shall present it. The starting 
point is the Prime Number Theorem 7r(x) 'V x/lnx which is utilized to create 
sequences of integers which in some respect resemble the sequence of primes. 
Cramer constructs a model in which black and white balls are drawn with the 
chance of drawing a white ball in the nth trial being 1/ In n for n > 2 and being 
arbitrarily chosen for n = 1 and n = 2. If the nth white ball is produced in the Pn th 
trial, then the sequence PI, P2, ... will form an increasing sequence of integers. 
The class C of all possible sequences {Pn I is considered. Obviously the sequence 
S of ordinary primes {Pnl belongs to this class. 

Next, Cramer considers the order of magnitude of Pn+l - Pn by aid of the 
following construction. Let c > 0 be a given constant and let Em denote the event 
that black balls are obtained in all the trials m + v for 1 :s v :s c(Jn m)2. Then the 
following two events have the same probability 

1. The inequality 

(3.22) 

is satisfied for an infinity of values of n. 

2. An infinite number of the events Em are realized. 
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Maximal gaps between consecutive primes :0:; 7.263 . 1013 

maxl:l.k 
In PhI 

maxl:l.k 
In PhI 

PhI .;t;:; PhI .;t;:; 

1 3 1.10 282 436273291 1.19 

2 5 1.14 288 1294268779 1.24 

4 11 1.20 292 1453168433 1.23 

6 29 1.37 320 2300942869 1.21 

8 97 1.62 336 3842611109 1.20 

14 127 1.29 354 4302407713 1.18 

18 541 1.48 382 1 07269 05041 1.18 

20 907 1.52 384 20678048681 1.21 

22 1151 1.50 394 22367085353 1.20 

34 1361 1.24 456 250560 82543 1.12 

36 9587 1.53 464 426526 18807 1.14 

44 15727 1.46 468 12 79763 35139 1.18 

52 19661 1.37 474 18 22268 96713 1.19 

72 31469 1.22 486 241160624629 1.19 

86 156007 1.29 490 297501076289 1.19 

96 360749 1.31 500 303371455741 1.18 

112 370373 1.21 514 304599509051 1.17 

114 492227 1.23 516 416608696337 1.18 

118 1349651 1.30 532 461690510543 1.16 

132 1357333 1.23 534 614487454057 1.17 

148 2010881 1.19 540 73 88329 28467 1.18 

154 4652507 1.24 582 13462943 11331 1.16 

180 17051887 1.24 588 1408695494197 1.15 

210 20831533 1.16 602 1968188557063 1.15 

220 47326913 1.19 652 2614941711251 1.12 

222 122164969 1.25 674 717 71626 12387 1.14 

234 189695893 1.25 716 13829048560417 1.13 

248 191913031 1.21 766 19581334193189 1.11 

250 387096383 1.25 778 42842283926129 1.13 
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If Em denotes the probability of the event Em, then 

c(lnm)2 ( 1) 
Em = D 1 - In(m + v) . 

c(lnm)2 ( 1) 
Thus -lnEm = - L In 1 - '" 

v=1 In(m + v) 

c(lnm)2 (1 (1)) C(jlnm)2 dx 

"'~ In(m + v) + 0 (Inm)2 "'I In(m +x) + 0(1) '" 

'" c1nm + 0(1), 

and thus we can find two positive constants A and B such that for all sufficiently 
large values of m 

A B 
(3.23) 

Thus if c > 1 the series L::=I Em is convergent, and consequently, due to a lemma 
by Cantelli (see [12], pp. 188-189), the probability of the realization of an infinite 
number of events Em is equal to zero. 

If, on the other hand, c < 1, consider the events Em!' E m2 , ... , where m I = 2 
and 

mr+1 = mr + Lc(Inmr )2J + 1. 

Then for some constant K and all sufficiently large r 

mr ::::: Kr(lnr)2 

(since the function Kx(Inx)2, having the derivative K(Inx)2 + 2K Inx grows 
faster than the function mx having a difference::::: c(lnx)2 + O. Thus, according 
to (3.23), in this case the series L: Em, is divergent, because c::::: 1. Since the events 
Em, are mutually independent, we conclude, again using a lemma by Cantelli, that 
with a probability = 1 an infinite number of these events will be realized. 

To sum up: The probability of an infinite number of solutions of (3.22) is 
equal to zero if c > 1 and equal to one if c < 1. Combining these two results, 
Cramer obtains the following 

Theorem 3.2. With a probability = 1 

-.- Pn+1 - Pn 
hm 2 = 1. 

n-->oo (In Pn ) 

This suggests (3.21). 
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Cramer's conjecture is another example of the danger of relying on heuristic 
arguments which seem very persuasive and are supported by numerical evidence. 
H. Maier has recently shown that the number of primes in intervals about x of 
length (In x y, where c is any positive constant, varies much more than the Cramer 
model predicts. 

In order to compare the gaps predicted by Shanks' conjecture (3.20) with 
reality, the quotient between the left-hand-side and the right-hand-side of (3.20) 
has also been given in the table above. The quotient may well tend to 1 as x -+ 00, 

and its largest value in the table is 1.62. Thus, if no dramatic changes occur higher 
up, we may conjecture that always 

(3.24) 

The inequality (3.22) would imply that a gap !l.k occurs before 

(3.25) 

If this holds, a prime free interval of length 1 million ought to be found below 
e l620 < 10704, an enormous number, but nevertheless smaller than many known 
large primes. 
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CHAPTER 4 

THE RECOGNITION OF PRIMES 

Introduction 

One very important concern in number theory is to establish whether a given 
number N is prime or composite. At first sight it might seem that in order to decide 
the question an attempt must be made to factorize N and if it fails, then N is a 
prime. Fortunately there exist primality tests which do not rely upon factorization. 
This is very lucky indeed, since all factorization methods developed so far are 
rather laborious. Such an approach would admit only numbers of moderate size 
to be examined and the situation for deciding on primality would be rather bad. It 
is interesting to note that methods to determine primality, other than attempting to 
factorize, do not give any indication of the factors of N in the case where N turns 
out to be composite.-Since the prime 2 possesses certain particular properties, 
we shall, in this and the next chapter, assume for most of the time that N is an odd 
integer. 

Tests of Primality and of Compositeness 

Every logically stringent primality test has the following form: If a certain con­
dition on N is fulfilled then N is a prime, otherwise N is composite. Very many 
primality tests are of this form. However, they are often either rather complicated, 
or applicable only to numbers N of a certain special form, such as N = 5 . 2k - 1 or 
N = 9 . 10k + 1. Conversely, there exist numerous tests which are mathematically 
simple and computationally fast, but which on certain, very rare occasions, fail. 
These failures always result in a composite number being indicated as a prime, 
and never vice versa. We shall call such tests compositeness tests, while those that 
never fail on deciding primality will be termed primality tests. We have thus in­
troduced the following terminology: A successful compositeness test on N proves 
that N is composite and a successful primality test proves that N is prime. If a 
primality test is performed on N and the condition for primality is not fulfilled, 
then this constitutes a proof that N is composite. However, if a compositeness 
test is performed on N and the condition for compositeness is not fulfilled, then 
primality of N is not necessarily proved. 
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Factorization Methods as Tests of Compositeness 

In the next two chapters we shall discuss the most important factorization methods 
in current use. Of course, a successful factorization of N resolves the question 
of compositeness/primality for N and it follows that each of the factorization 
methods presented in Chapters 5 and 6 can be used as a compositeness test for 
N. However, as has already been mentioned, factorization is quite expensive and 
is therefore used only as a compositeness test for factors that are easy to find, for 
instance very small factors. In the short table on p. 142 we see that 76% of all odd 
integers have a prime factor < 100 and thus, by simply perfomling trial divisions by 
all odd primes below 100, we have a good chance of proving N to be composite!­
Normally, however, factorization methods playa role as compositeness tests only, 
as mentioned above, when used as a fast preliminary means of settling the question 
for the majority of N, before some more elaborate test needs to be applied for the 
remainder. 

Fermat's Theorem as Compositeness Test 

The foundation-stone of many efficient primality tests and of almost all com­
positeness tests is Fermat's Theorem A2.8 (see p. 268): If p is a prime and 
GCD(a, p) = I, then 

a P- 1 = 1 mod p. (4.1) 

The logical converse of Fermat's Theorem immediately yields 

Theorem 4.1. Fermat's Theorem used as compositeness test. If GCD(a, N) = 
1 and 

aN-I ¢ I mod N, (4.2) 

then N is composite. 

Fermat's Theorem as Primality Test 

Could Fermat's Theorem also be used as a primality test? Unfortunately not! 
Despite the fact that the overwhelming majority of composite integers N can be 
shown to be composite by applying Theorem 4.1, there do exist certain combina­
tions of a and composite N for which aN-I = 1 mod N, and these values of N 
are thus not revealed as composite by this criterion. One of th,~ simplest examples 
is N = 341 = 11 ·31, which gives 2340 = 1 mod 341. In this case, however, 
a change of base from 2 to 3 helps: 3340 = 56 mod 341, which proves N to be 
composite. 
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Pseudoprimes and Probable Primes 

A composite number which, like N = 341 above, behaves like a prime in Fermat's 
Theorem, is called a pseudoprime (meaning false prime). To render the definition 
of pseudoprime a little more precise, we give 

Definition 4.1. An odd composite number N, for which 

aN-I == 1 mod N (4.3) 

is called a (Fermat) pseudoprime, or PSP, for base a. 

Remark. The tenn pseudoprime has been used in older literature for any N satisfying 
(4.3), primes as well as composites, thus including both primes and false primes! In more 
modem texts the tenn "probable prime" (PRP) is often used for prime number candidates 
until their primality (or compositeness) has been established. 

Now, if all the pseudoprimes for some particular base were known, then a 
Fermat test performed for this base in combination with a list of pseudoprimes 
would actually constitute a fast primality test. As a matter of fact this works 
very well for numbers of limited size! The technique has been made use of by 
D. H. Lehmer, see [1] and [2], who prepared a list of all Fermat pseudoprimes 
below 2· 108 for base 2 with no factor < 317. Lehmer's list of pseudoprimes starts 
at 107 which was the limit of the existing prime tables at the time. In order to test 
a number N between 107 and 2 . 108 for primality with aid of Lehmer's list this 
scheme was followed: 

1. Perform trial divisions by the 65 primes :s 313. If a divisor is found N is 
composite. 

2. Compute 2N - 1 mod N. If the residue is i= 1, then N is composite. 
3. For the residue I, check with Lehmer's list of pseudoprimes. If N is in the 

list, it is composite and its factors are given in the list. If not in the list, N is 
a prime. 

About 15 years ago this technique of settling the question of primality for 
numbers of limited size has been pushed further by Carl Pomerance, John Selfridge 
and Samuel Wagstaff and is reported in [3]. It appeared that below 25 . 109 there 
are 21853 pseudoprimes for base 2, of which 4709 remain if base 3 is also tested. 
Of these, base 5 leaves 2552 and, finally. base 7 eliminates all but 1770. Thus if a 
list is available of these 1770 numbers below 25 . 109 , the pseudoprimes for all four 
bases 2, 3, 5 and 7, we can decide upon the primality of any number up to this limit 
by performing at most four Fermat tests.-We will show below that Fermat tests 
are computationally fast. One Fermat test can, as a matter of fact. be carried out 
in at most 210g2 N steps, each step consisting of the mUltiplication and reduction 
mod N of two integers mod N. In the next subsection we shall demonstrate in detail 
how this can be implemented. 

If this technique is to be carried much further, we have to study what is 
called strong pseudoprimes rather than using the ordinary Fermat pseudoprimes, 
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because the strong pseudoprimes are much less common. See the subsection below 
on strong pseudoprimes. 

A Computer Program for Fermat's Test 

The problem is: How can we compute ad mod N without too much labor? The 
algorithm which we shall describe relies upon the binary representation of the 
exponent d: 

d = 130 + 131 . 2 + 132 . 22 + ... + f3s . 2s, (4.4) 

where the binary digits f3i are 0 or 1. The number of digits, s + 1 = L log2 d J + 1, 
since for d = 2k we have the binary representation d = 1 . 2k, and so 13k = 1 in 
this case, while all the other digits are O. Now we have 

ad = aL :djf3i2' = n af3i 2' = n a2i . 

f3i=1 

(4.5) 

To clarify this with an example: In order to compute a J3 , first write 13 as 1 + 4 + 8, 
then compute a2, a4 , a 8 by successively squaring, starting from a, since a2i+1 = 
(a2')2 and, finally, compute a 13 = a I . a4 . a 8 . This procedme is very efficient, 
especially in a binary computer, where d is already stored in binary form. However, 
we shall not make use of this shortcut here, since our intention is to express all 
computer programs in the high-level language PASCAL. In this case (or when d is 
stored in decimal form, as in a programmable calculator), we must find the binary 
digits of d before we can choose which factors a2i to multiply together in (4.5). 
There are several good algorithms for computing the binary digits of an integer 
and in this particular situation it would be nice to start the multiplications of the 
expressions a2i with the lower powers of 2 first, so that we must use an algorithm 
which gives the least significant digit 130 first. This is easy if you include, in your 
PASCAL program, the code 

IF odd(d) THEN betaO:=! ELSE betaO:=O; d:=(d-betaO) DIV 2; 

These statements compute 130 and remove it from d, so that 131 can then be found by a 
similar operation. This fragment of code can, however, be simplified considerably, 
due to the fact that the expression (d-betaO) DIV 2 will assume the value d DIV 
2 regardless of whether 130 is = 0 or = 1. (Since if 130 = 1, then d is odd and thus 
(d - 130) /2 is the integer part of d /2, precisely what the integer divisiml d DIV 2 
in PASCAL furnishes in this case.) But, since the value of 130 is of no consequence, 
the variable betaO is not needed at all in the program and the section of code can 
be reduced to 

IF odd(d) THEN statement; d:=d DIV 2; 
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Here statement stands in place of the computation that is to be carried out only 
in case d is odd. In order to compute ad mod N, we may now construct a loop in 
the program in which a squaring and reduction mod N of a 2i is performed, and 
also a multiplication by a2i followed by a reduction mod N of the product n a2i 

so far accumulated, in case {3j = 1. If {3j = 0 then this part of the computation is 
omitted. The program loop becomes 

WHILE d > 0 DO 

BEGIN IF odd(d) THEN prod:=prod*a2j MOD N; 

d:=d DIV 2; a2j:=sqr(a2j) MOD N 

END; 

Now the loop has only to be "initialized" by suitable values: a2j: =a; and 
prod: =1; Incorporating this in a complete program, we arrive at the following 
code for computing ad mod N: 

PROGRAM Fermat 

{Computes a-d mod N} 

(Input, Output) ; 

VAR a,d,N,a2j,prod 

BEGIN 

INTEGER; 

write('Input a, d and N: '); read(a,d,N); 

prod:=1; a2j:=a; 

WHILE d>O DO 

BEGIN IF odd(d) THEN prod:=prod*a2j MOD N; 

d:=d DIV 2; a2j:=sqr(a2j) MOD N 

END; 

{When arriving here, a-d mod N has been computed} 

write('a-d mod N=',prod:5) 

END. 

This short program will operate only if N 2 is less than the largest integer that 
can be stored in a computer word. If N is larger, multiple precision arithmetic 
must be used for the computations.-As in several similar situations throughout 
this book the reader is asked to consider the code above only as a model of how the 
computation should be organized rather than as a general program which covers 
all situations.-An investigation on how often a Fermat test will fail to reveal a 
composite number can be found in [4]. 
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The Labor Involved in a Fermat Test 

From the computer program just shown, it is obvious that the number of multipli­
cations and reductions mod N when computing ad mod N hes between Llog2 dJ 
and 2 LIog2 d J, depending on the number of binary ONEs of d. Since about half 
of the binary digits of a number chosen at random have the value 1, the average 
value will be 1.5 LIog2 d J operations of the described kind for evaluating ad mod N. 
Performing a Fermat test (with d = N - 1) therefore takes at most 210g2 N and on 
average 1.5 log2 N multiplications and reductions mod N. Thus it is an algorithm 
of polynomial order (for this concept, see p. 242 in Appendix 1). 

Carmichael Numbers 

For a composite number N it is usually fairly easy to find, by trial and error, 
an a, such that aN-I ¢ 1 mod N. Hence, in most cases a small number of 
Fermat compositeness tests will reveal N as being composite. However, there exist 
composite numbers N such that aN-I == 1 mod N for all a satisfying (a, N) = 
1. These exceptional numbers are caIled Carmichael numbers. see [5]-[7], of 
which the smallest is 561 = 3 . 11 . 17. A Carmichael number never reveals its 
compositeness under a Fermat test, unless a happens to be a divisor of N, a situation 
which can be avoided by first testing whether GCD(a, N) is > I.-Although 
the Carmichael numbers are rather scarce (see the section below on Counts of 
Pseudoprimes and Carmichael Numbers), there do exist enough of them to create 
frustration when a number of Fermat tests all yield the result aN-I == 1 mod N. 
(There are 2163 Carmichael numbers below 25 . 109 and 105212 of them up to 
1015._ The reader might find it strange that there are more Carmichael numbers 
up to 25 . 109 than the 1770 composites, mentioned on p. 86, which "survived" 
pseudoprime tests for the bases a = 2, 3, 5 and 7, since a Carmichael number 
should pass a pseudoprime test to any base. However, it should be borne in mind 
that a pseudoprime test with base a, where GCD(a, N) > 1, will certainly reveal 
N to be composite. Thus, the discrepancy between these two figures is due to 
the fact that there are 2163 - 1770 = 393 Carmichael numbers below 2.5 . 109 

which possess one or more factors among 2, 3, 5 and 7.)-As a matter of fact, 
infinitely many formulas for the structure of possible Carmiclhael numbers can be 
constructed, such as 

N = (6t + 1)(12t + 1)(I8t + 1). (4.6) 

Here all three factors 6t + 1, 12t + 1 and 18t + 1 must be primes for the same value 
of t. To verify that this formula actually gives Carmichael numbers, we compute 
)"(N) = LCM[6t, 121, 18t] = 36t, and thus N - 1 = 36t(3612 + lit + 1) = 
s . )"(N), s integer, and moreover from Carmichael's Theorem A2.11 on p. 274 
we find that aN-I = (aA(N»s == 1 mod N for all a such that GCD(a, N) = 1. 
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Examples of Carmichael numbers of the particular structure given in (4.6) are 

7·13·19 = 1729, 37·73·109 = 294409, 211·421·631 = 56052361, ... 

9091·18181 ·27271 = 4507445537641, ... 

The general structure of Carmichael numbers is covered by the following rule: N 
is a Carmichael number if and only if p -liN -1 for every prime factor p of Nand 
N is composite and squarefree.-Therefore, due to the existence of Carmichael 
numbers, it is essential to improve the Fermat test in order that the result "character 
undetermined" occurs less often. One such improvement is described in the next 
subsection. 

Euler Pseudoprimes 

According to Euler's criterion for quadratic residues, Theorem A3.3 on p. 278, we 
have 

a(N-l)/2 == ±1 mod N for GCD(a, N) = I, (4.7) 

if N is an odd prime. Hence, (4.7) can be used as a test of compositeness on N as 
well as Fermat's theorem eq. (4.1): 

Theorem 4.2. Euler's criterion used as compositeness test. If N is odd, 
GCD(a, N) = 1, and 

a(N-l)/2 =1= ±1 mod N, (4.8) 

then N is composite. If a(N-l)/2 == ±1 modN, then this value should be compared 
with the value of Jacobi's symbol (al N) (see p. 281), and if 

a(N-l)/2 =1= (~ ) mod N, (4.9) 

then N is composite.-If, however, 

a(N-l)/2 == (~ ) mod N, (4.10) 

then the test is not conclusive. 

As in Fermat's compositeness test there are "false primes." So there are odd 
composites which for certain bases a satisfy (4.10), and so we have use for a new 

Definition 4.2. An odd composite number N such that 

a(N-l)/2 == (~) mod N, with GCD(a, N) = I, 
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is called an Euler pseudoprime for base a. Many Carmichael numbers are revealed 
as composites by Euler's criterion. so that it distinguishes primes from composites 
more efficiently than does Fermat's theorem. The above remark applies also to 
many composite numbers which are not Carmichael numbers. but which are still 
not shown to be composite by Fermat's theorem for a specific base a. We find for 
instance that 

2170 == 1 mod 341, 5280 == 67 mod561, 11 864 == 1 mod 1729. 

Since 67 ¢ ± 1 mod 561, there is no need to compute Jacobi's symbol in this case. 
In the remaining two cases we obtain 

(3! 1) = -1, and C ~~9) = -I, 

so that all these integers will be revealed as composite by Euler's criterion. Of 
these three numbers, 561 and 1729 are Carmichael numbers, while 341, having 
2340 == 1 mod 341, is not. 

Strong Pseudoprimes and a Primality n,st 

The idea of using Euler's criterion instead of Fermat's theorem to distinguish 
between primes and composites can be carried a little further. In doing so we 
arrive at the concept strong pseudoprime, defined in 

Definition 4.3. An odd composite number N with N - 1 = d . 2s • d odd, is called 
a strong pseudoprime for the base a if either 

ad == 1 mod Nor a d.2' == -1 mod N, for some r = O. 1. 2, ...• s -1. (4.lOA) 

Neither Euler pseudoprimes nor strong pseudoprimes admit the possibility of 
analogues to Carmichael numbers. Therefore. using Euler's criterion or a strong 
primality test with enough bases will finally reveal any composite number or. 
alternatively, prove the primaJity of any prime N. Some recent work by Gerhard 
Jaeschke, reported in [8], shows that there exist only 101 numbers below 1012 which 
are strong pseudoprimes for all the bases 2, 3 and 5 simultaneously. Of these, only 
9 will pass a strong primality test to base 7. and, finally, none of these is a strong 
pseudoprime to base 11. As a matter of fact. the smallest strong pseudoprime to 
all the bases 2, 3, 5, 7, and 11 simultaneously is the number 215 23028 98747, and 
thus 5 strong primality tests to these bases will prove a number below this limit 
prime (if it is). If we instead use the seven bases 2, 3, 5, 7,11,13, and 17, every 
number below 34155 00717 28321 can be identified as prime or composite by this 
technique.-In practice we of course do not perform all seven tests first, and then 
decide on the character of the number. In most of the cases the test for base 2 
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already reveals the number as composed. and we are finished. If not. we pass on 
to the next test and so on. 

This fact can be utilized to identify any number below 3.4 . 1014 as being 
either composite or prime by means of the following very simple scheme: 

1. Check whether N satisfies (4.1 OA) for base 2. If not. then N is composite. 
2. Check whether N satisfies (4.l0A) for base 3. If not. then N is composite. 
3. If N < 13 73653. then N is prime. If N ::: 13 73653. check whether N 

satisfies (4. lOA) for base 5. If not. then N is composite. 
4. If N < 1/13 = 25326001. N is prime. If N ::: 1/13. check whether N satisfies 

(4.10A) for base 7. If not. then N is composite. 
5. If N < 1/14 = 3215031751. N is prime. If N ::: 1/14. check whether N satisfies 

(4.10A) for base 11. If not. then N is composite. 
6. If N < 1/15 = 2152302898747. N is prime. If N ::: 1/15. check whether N 

satisfies (4. lOA) for base 13. If not. then N is composite. 
7. If N < 1/16 = 3474749660383. N is prime. If 1/16 S N < 3415500717-

28321. check whether N satisfies (4.10A) for base 17. If not. then N is 
composite. 

In [8] laeschke also discusses the possibility of using bases other than the 
first primes for the strong primality tests. With suitable choices of the bases. the 
number of tests can be cut down. Thus he finds that four bases. viz. 2. 13. 23. and 
1662803 will suffice to decide upon the primality of any number up to 1012. 

Remark 1. A strong primality test is more stringent than an Euler pseudoprime test. In 
[3]. p. 1009 the following is proved: every strong pseudoprime for base a is also an Euler 
pseudoprime for base a. 
Remark 2. Assuming the truth of the so-called Extended Riemann Hypothesis it has 
been proved by Gary Miller [9] that consecutive. strong pseudoprime tests can constitute a 
primality test working in polynomial time. The Extended Riemann Hypothesis is needed 
to prove the existence of a "small" non-residue of order q mod p for every prime p.­
This hypothesis is a generalization of the ordinary Riemann hypothesis (see p. 48) to other 
functions than S'(s). such as the Dirichlet L-functions mentioned on p. 258. In the Extended 
Riemann Hypothesis it is assumed that all of the L-functions have all their non-trivial zeros 
exactly on the line s = 1/2. 
Remark 3. Using a number of strong primality tests with randomly chosen bases a is 

called the Rabin-Miller probabilistic compositeness test. It reveals the compositeness of 
most composites. but can never prove a number to be prime. It is possible to construct 
composite numbers. which are strong pseudoprimes to any given. finite set of bases a. 

Since the various types of pseudoprimes behave like disguised primes in the 
tests performed. it is practical to introduce a term for all those integers which 
satisfy a certain (false) primality test. This is formalized in the following way: 

Definition 4.4. An odd number (prime or composite). which is not revealed as 
composite by 
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1. a Fermat test with base a is a probable prime for base a 
2. Euler's criterion with base a is an Euler probable prime for base a 
3. a strong pseudoprime test with base a is a strong probable prime for base a. 

A Computer Program for Strong Pseudoprime Tests 

Using the program for ad mod N above and the scheme just given, we can devise 
the following PASCAL-program for testing the primality of any odd number below 
3.4.1014: 

PROGRAM StrongPseudoprimeTest(Input.Dutput); 
{Identifies any odd N below 34*10-13 as prime 
LABEL 1,2.3; 

INTEGER; 

or composite} 

VAR a.d,d1.N.s,sw.a2j.prod,i,j 
base ,limit ARRAY[l .. 7] OF INTEGER; 

FUNCTION abmodn(a.b.N INTEGER) : INTEGER; 
{Computes a*b mod N. Here the reader must program his own 
function in double precision, depending on the word size 
of his computer. If assembly language is accessible from 
the high-level language the reader is using. an assembly 
code is preferable. The function shown here is only a 
model that works as long as N-2 < the largest integer 
which can be stored} 

BEGIN 
abmodn:=a*b MOD N 

END; 

BEGIN 
base [1] : =2; base [2] : =3; base [3] : =5; base [{] : =7 ; 
base [5] :=11; base[6]:=13; base[7]:=17; 
limit [1] :=2047; limit [2] :=1373653; limit [3] :=25326001; 

limit[4]:=3215031751; limit [5] :=215230289814,7; 
limit [6] :=3474749660383; limit[7]:=3415500717128321; 

1: write('Input N: '); read(N); IF N>=limit[7] THEN 
BEGIN writeln(>N is too large. Try again!'); GOTO 1 END; 
d:=N-1; s:=O; 
WHILE NOT odd(d) DO BEGIN d:=d DIV 2; s:=s+l END; 
d1:=d; { Here d is the "odd part" of N-1 } 

FOR i:=l TO 7 DO 
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BEGIN sw:=O; {sw switch for composite(=O) or prp(=1) } 
a:=base[i]; prod:=1; a2j:=a; d:=d1; WHILE d>O DO 

BEGIN IF odd(d) THEN prod:=abmodn(prod,a2j,N); 
{Here the last binary digit of d was used} 
d:=d DIV 2; a2j:=abmodn(a2j,a2j,N) 

END; 
{When arriving here, prod=a-d mod N has been computed} 

IF (prod=1) OR (prod=N-1) THEN GoTO 2 ELSE 
FOR j:=1 TO s-1 DO 

BEGIN prod:=abmodn(prod,prod,N); 
IF prod=1 THEN GOTo 3; 
IF prod=N-1 THEN GoTo 2; 

END; GOTo 3; 
2: IF N<limit[i] THEN BEGIN sw:=1; GoTo 3 END; 

END; 
3: IF sw=O THEN writeln('N is composite') 

ELSE writeln('N is prime') 
END. 

The remark we made about the program Fermat above applies equally well to 
this coding: The reader should regard it only as a structural model of the particular 
version of the program which would operate in his computer. 

Exercise 4.1. Strong pseudoprime test. Write the FUNCTION abmodn (a, b. N) hinted at 
in the program above and incorporate it in a complete program for your computer. In order 
to save computing time, precede the pseudoprime test by trial divisions by the small primes 
~ G, thereby discarding many composites before the more time-consuming pseudoprime 
test is applied. Make computer experiments with various values of G in order to find 
its optimal value. Use the integers between 108 and 108 + 100 as test numbers in these 
experiments. 

Counts of Pseudoprimes and Carmichael Numbers 

The density of pseudoprimes determines how often probable primes are composite. 
It is thus of interest to count the number of pseudoprimes of various types ~ x and 
to find asymptotic formulas for their numbers as x-+oo. Let P2(X) be the number 
of pseudoprimes ~ x for base 2 and C (x) the number of Carmichael numbers ~ x. 
Not too much has been proved about the behavior of these counting functions, 
but some fairly precise conjectures have been made (see [10]). The following 
inequalities have been proved so far: 

(4.11) 
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_~ (In x + 114 x + Il4x-1 + 0 (1I4x)2) In2x 3 In3x In3x 
C(x) :::: xe , asx -+ 00. 

(4.12) 
Here In2 x stands for In In x and so on. Comparing these expressions with rr (x) ,...., 
x / In x, we can confirm our earlier assertion that the pseudoplimes for base 2 and 
the Carmichael numbers are scarce. To give just a few examples: for x = 1020, 
P2(x)/rr(x) :::: 1.43 . 10-2 and C(x)/rr(x) :::: 7.2.10-5 and for x = 1050 these 
quotients are :::: 7.2· 10-7 and:::: 5.7· 10-16, respectively. Thus the fraction of 
probable primes:::: x which actually are composite turns out to be very tiny indeed 
for large values of x. 

The following two conjectures are stated, also in [10]: 

P ( ) c _llnx (In3x+ln4x+o(x» 
2 x :::: xe n2 X , as x -+ 00 

C(x) ~ xe -I~: (In3 x + 114 x + 1'in:~I) + 0 (1I4x)2, as x -+ 00. 

In3 x 

However, statistics on these numbers show that for 1011 < x < 1016, 

C() _llnx ·1.86In3 x 
x ~ xe n2 x t 

which indicates that some modification of the above conjecture might be needed. 
All Carmichael numbers up to 1016 have been listed recently by R. G. E. Pinch 
(see [7] and [7']), who found C(lOI5) = 105212 and C(lOI6) = 246683. 

In another piece of recent work Alford, Granville and Pomerance [11] have 
proved that C (x) > x 2/ 7 for all sufficiently large numbers x. It is also hinted in 
this paper at the possibility that the exponent might be raised from 2/7 to 1 - E, 

for every E > O. The possibility that C(x) ultimately may grow quite large can 
be seen as a consequence of the fact that a large Carmichael number often is 
the product of many prime factors. This increases the number of combinations 
of prime factors which result in a Carmichael number. To support this line of 
reasoning, we mention that the smallest Carmichael number with 6 prime factors 
is 5 . 19 . 23 . 29 . 37 . 137 = 3211 97185, while in the interval [1015 , 1016], the 
Carmichael numbers with 6 or more prime factors dominate (these count to 104744 
out of the 141471 Carmichael numbers in this interval). 

Rigorous Primality Proofs 

For large primes N it is not easy actually to prove their primality. The reason 
for this is that any rigorous proof must exclude the possibility of N being only 
a pseudoprime. The more compositeness tests we perform on N the greater the 
likelihood that N is prime, but this in itself is no mathematical proof. Several 
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computer algebra systems which offer fast primality testing algorithms as standard, 
sadly ignore this fact. R. G. E. Pinch in [12] expresses criticism on the algebra 
systems Mathematica, Maple V. and Axiom for letting some known Carmichael 
numbers or known Fermat pseudoprimes to base 2 pass as primes. 

Only fairly recently have general primality tests been devised which do not 
exhibit the flaw of admitting pseudoprimes. These new tests are, however, very 
complicated in theory (and even to program) but have (almost) polynomial run­
time, which means that they are computationally fast. Eventually a method will 
probably be discovered to replace these complicated primality tests by some com­
bination of simpler tests in such a way that the combination of tests chosen can 
never admit a particular composite number N as a pseudoprime in all the tests. 

In the following subsections we shall demonstrate how the possibility of N 
being a pseudoprime may be excluded by demanding supplementary conditions 
in the pseudoprime test. The "old" rigorous primality proofs for N all depend in 
some degree upon the factorization of N - 1, or N + 1, or N 2 ± N + 1 or the 
like. Unfortunately, this dependence upon factorization makes these techniques 
inefficient in the general case, since there is always the risk of chancing upon a 
number N such that none of these factorizations can be achieved. On the other hand, 
in cases when these techniques work-and they do in many practical examples­
they work very well indeed, so in spite of any impending, more general, approach to 
the problem of proving primality, the author finds it well worthwhile dwelling on the 
subject.-Moreover, besides the theoretical interest of these proofs, they constitute 
the fastest known primality proofs for large classes of interesting numbers, such 
as N = IS· 2" - 1, N = 7 . 2" + 1 and so on. We commence our account with 

Lehmer's Converse of Fermat's Theorem 

One way of actually proving the primality of N is to employ a theorem by Edouard 
Lucas, for which a general proof has been given by D. H. Lehmer: 

Theorem 4.3. Suppose N - 1 = 0;=1 qfi, with all qj'S distinct primes. If an 
integer a can be found, such that 

a(N-I)/qj t= 1 mod N for all j = 1,2, ... , n (4.13) 

and such that 
aN-I == 1 mod N, (4.14) 

then N is a prime. 

We may regard the conditions (4.13) as extending Fermat's condition (4.14), 
and securing that N is really a prime and not merely a pseudoprime.-Before 
giving a formal proof of Lehmer's theorem, we shall discuss the idea behind it. 
(The reader who is unfamiliar with the concepts in the following paragraph may 
now wish to consult Appendix 1 and Appendix 2 before continuing.) 
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One difference between a prime and a composite number N is that the number 
cp(N) of primitive residue classes mod N is N - 1 if N is a prime, and is < N - 1 
if N is composite. The same is thus true of the order of the group M N of primitive 
residue classes mod N since this order is cp(N). Furthermore, if N is prime, the 
group M N is always a cyclic group and thus contains a generator of order N - 1. 
If N is composite, on the other hand, the order of any group element is, at most, 
cp(N) < N - 1. If the reader carefully considers the conditions (4.13) and (4.14) 
he should realize that they establish a as an element of order N - 1 of the group 
MN of primitive residue classes mod N, precisely what is needed to ensure the 
primality of N. (Such an element a of M N is in number theory termed a primitive 
root of N.) 

Formal Proof of Theorem 4.3 

Consider all exponents e such that ae == 1 mod N. These exponents constitute a 
module M consisting of only integers. See Appendix 1, p. 239. According to 
(4.14), N - 1 is an element of this module M. The module is thus generated by 
some integer d ::; N - 1, which divides N - 1. But every divisor d of N - 1, 
with the exception of N - 1 itself, divides at least one of the numbers (N - 1)/Qj, 
j = 1,2, ... , n. Now, if d were < N - 1, then at least one of the numbers 
(N - 1)/Qj would belong to the module M, and thus for this particular value of 
j, the corresponding a(N-l)/qj would be == 1 mod N, contrary to the assumptions 
(4.13). Thus the combination of (4.13) and (4.14) implies that the generator d 
of the module M is = N - 1. Euler's theorem A2.9 on p. 269, however, grants 
that always a",(N) == 1 mod N, if GCD(a, N) = 1 and that cp(N) < N - 1 for all 
composite numbers N. But these facts imply that also cp(N) bdongs to the module 
M, which is impossible if cp(N) < N - I, because the generator d is the least 
positive element of the module. This proves that N is in this case a prime. 

Remark. We had to introduce the condition GCD(a, N) = 1 in order to be able to use 
Euler's theorem. This requirement, however, need not be explicitly stated in the wording 
of Theorem 4.3, since if GCD(a, N) > I, then it can be proved that aN - 1 ¢ 1 mod N. Thus 
the condition GCD(a, N) = 1 which is implied by (4.14), may be omitted in the wording 
of the theorem. 

Example. N = 359 - 259 = 14130386091162273752461387579. Factorizing 
N - 1 we find 

N - 1 = 2 . 3 . 7 ·59· 1151 ·58171 . 123930193·687216767. 

The two larger factors were found by applying Shanks' factoring method SQUFOF 
(see p. 186) to the number 85166906567146031, which remained after all the 
small factors had been removed from N - 1. Those two factors were found after 
the program computed only 573 partial denominators of the continued fraction 
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expansion of .IN=l.-It turns out that a = 7 is a primitive root of N, and so N 
is a prime. The computations which verify this are shown below: 

7(N-I)/2 

7(N-I)/3 

7(N-I)!7 

7(N-I)/59 

7(N-I)/1151 

7(N-I)/58171 

-1 

== 14039524071766095844181052225 

== 11292255088578505349963835029 

- 2802491897057115803652416186 

- 2706589630505476841559851274 

== 10951689024115364998482043016 

7(N-I)/123930193 == 14036319316444602449167220257 

7(N-I)/687216767 == 10974483148376823452428433200 modN. 

Ad Hoc Search for a Primitive Root 

The problem of searching for a primitive root is that there is no efficient deter­
ministic method known to produce a primitive root nor even to find a quadratic 
non-residue. In using Lehmer's theorem 4.3 we frequently need to make numerous 
trials before an a is found which fulfills all the conditions in (4.13). The general 
situation may be described as follows: We are seeking a primitive root a of the 
prime N. There exist ({J(N - 1) such a's, but by (A2.21) 

({J(N - 1) = ({J (n qjj) = (N - 1) n (1 - ~) . 
j q] 

Thus, the more small prime factors N - 1 has, the smaller is the proportion of a's 
which are primitive roots of N and the longer we have to search to find one by 
trial and error. However, since ({J(N - 1) > C N 1 In In N, almost certainly a good 
a can be found after, say, (101 C) In In N trials-not too many.-When applying 
Theorem 4.3 we also have to factor N - 1, sometimes a formidable task when N 
is large. (We shall subsequently explain how this difficulty can, at least partially, 
be overcome.) Let us now go back to the example given above. The search for a 
primitive root of N proceeds as follows: When a(N-I)/qj == 1 mod N, a is called 
a power residue of order qj with respect to N. About one a out of qj is such a 
qjth-power residue of N and is therefore not a primitive root. Thus the factor 2 of 
N - 1 eliminates half of all a 's as possible primitive roots of N. In order to avoid 
computing in vain all the a(N-I)/2 mod N having the value I, we calculate instead 
the value of the Jacobi symbol (al N) (see Appendix 3), and discard those values 
of a for which (al N) = 1. This shortcut enables us to escape the most common 
failure of the trial and error approach and thus speeds up the process considerably. 
The shortcut is demonstrated in the computation below. 

a=2 gives 2(N-I)/2==_I, 2(N-I)/3==lmodN, 
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so a = 2 is a cubic residue of N, ending this trial! 

a = 3 yields 3(N-I)/2 == -1, 3(N-l)/3 == 1 mod N, 

and thus a = 3 is also a cubic residue, so we have a new failure in our search for a 
primitive root of N. We continue in this way until the smallest absolute primitive 
root a = -5 is found or, if we prefer to look only for positive a's, until a = 7 
is found. In order to reduce the amount of unnecessary work we have, for each 
new value of a, started by evaluating the value of a(N-l)/qj with the smallest value 
of qj first, since this is most likely to violate (4.13). This will obviously lead 
to a smaller average computing time than first evaluating all the other a(N-I)/qj 's 
(which would probably not violate (4.13) in any case!) and then not until at the end 
of the entire computation perhaps discovering that the attempted value of a was in 
fact unsuitable.-If N is not too large, then a primitive root of N is usually found 
quite fast in the manner described above. However, if the values of a are chosen 
at random, the test may cycle forever without proving N prime by an unlikely, 
but theoretically possible sequence of bad luck. It is this behavior that classes the 
algorithm as non-deterministic. 

The Use of Several Bases 

As we have just seen, a great deal of computing may have to be done before a 
primitive root a is discovered. Fortunately, John Selfridge has in [13] succeeded 
in relaxing condition (4.13) of Theorem 4.3 in such a way that a primitive root a 
need not be determined in order to prove the primality of N. The relaxed version 
of the theorem reads: 

Theorem 4.4. Suppose N - 1 = n;=1 qjj, with the qj'S all distinct primes. If for 
every qj there exists an aj such that 

while a,!-I = 1 mod N ] - , (4.15) 

then N is a prime. 

Proof. Let ej be the order of aj in the group MN of primitive residue classes 

modN. Since ejlN - 1 while ejHN - 1)/qj, we have qjjlej. But for each j, 

ej Icp(N) (regardless of whether N is prime or composite) and thus also qjj Icp(N), 

which implies that n qjj = N - 1 divides cp(N). However, if N - llcp(N), then 
cp(N) cannot be < N - 1, and consequently N is prime. 

Example. We consider the above example once again, N = 359 - 259 . The 
primality of N can now be established by means of the following congruences. 
We have also indicated below the two "failures" in the trial and error method for 
determining a primitive root of N: 2(N-I)/3 == 1 mod Nand 3(N-I)/3 == 1 mod N: 
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2(N-I)/2 

2(N-I)/3 

5(N-I)/3 

5(N-I)/7 

5(N-I)/59 

5(N-I)/1151 

5(N-I)/58171 
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-1 
3(N-I)!3 

== 14039524071766095844181052225 

- 782661097299526754770837537 

== 10636292038180945801879749999 

== 3216430705463480598022736901 

== 13450338895656173387977763600 

5(N-I)/123930193 == 3732507535185619691818435804 

5(N-I)/687216767 == 9167675531100609270057486746 

5N - I ImodN. 

(Note that the value of 5(N-I)/3 mod N happens to be identical to 7(N-I)!3 mod N, 
found on p. 97 above! This is not at all the marvellous coincidence that it seems, 
since the congruence x 3 == 1 mod N has (at most) two solutions ¥= 1 mod N if N is 
prime, and every number a (N -I )/3 is obviously a solution! Thus, if neither 5(N -1)/3 

nor 7(N-I)/3 is == 1 mod N, then the chances of these two values coinciding will 
in fact be one in two.) 

The use of several bases may save much computing, especially in those cases 
where the least primitive root of N is rather large. 

Fermat Numbers and Pepin's Theorem 

Lehmer's theorem is particularly simple to apply whenever N - 1 has only a small 
number of distinct prime factors. The simplest case of all is when N - 1 is a 
power of 2, in which case N = 2s + 1. However, these numbers are known to be 
composite unless the exponent s is a power of 2 (cf. Appendix 6). The numbers 

(4.16) 

are called Fermat numbers, and they can be primes. Next, we investigate what is 
required by Lehmer's theorem in order that the number Fn is a prime. We must 
find an a such that 

(4.17) 

If we put a2Z" -I = x, then this gives 

x 2 == 1 mod Fn and x ¥= 1 mod Fn. (4.18) 

Now, if Fn is prime, then x is an element of a ring with no zero divisors (see 
p.253). Hence, the congruence x 2 - 1 == (x + l)(x - 1) == 0 mod Fn will have 
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two, and only two, solutions due to Theorem A1.5 on p. 253, x == 1 mod Fn and 
x == -1 mod Fn. Since the solution x == 1 mod Fn violates the first condition of 
(4.17), the only remaining possibility is x == -1 mod Fn. Thus, we seek an integer 
a satisfying 

x == a(F"-1)/2 == -1 mod Fn (4.19) 

when Fn is a prime. Here the theory of quadratic residues (Appendix 3) comes to 
our aid. Euler's criterion on p. 278 tells us that in this case a has to be a quadratic 
non-residue of Fn. But it is known that the integer 3 happens to be a quadratic 
non-residue of all primes of the form 12n ± 5, see Table 22. Is Fn of this form? 
Let us check: 221 = 4,222 = 16 == 4 mod 12, ... , so that Fn == 4 + 1 == 5 mod 12. 
Therefore, if Fn is a prime then a = 3 certainly will be a quadratic non-residue of 
Fn and we arrive at 

Theorem 4.5. Pepin's Theorem. A necessary and sufficient condition for the 
Fermat number Fn = 22" + 1, n ~ 1, to be prime is that 

22"-1 -3 =-lmodFn • (4.20) 

Example. We demonstrate the primality of the largest known Fermat prime, 
F4 = 216 + 1 = 65537. The proof runs as follows: 

38 = 6561, 316 == 54449, 332 == 61869, 364 == 19139, 

3128 == 15028, 3256 == 282, 3512 == 13987, 

31024 == 8224 = 8192 + 32 = 213 + 25, 

32048 == 226 + 219 + 210 == -210 - 23 + 210 == -8, 

34096 == 26, 38192 == 212, 

332768 == 216 == -1 mod F4. 

This concludes the proof. 
With the aid of computers, Pepin's Theorem has been used in practice to 

test the primality of some higher Fermat numbers. Pepin's test is particularly 
attractive to use on a binary computer (almost all computers are binary), since the 
most complicated part of the programming, the multiple precision division by Fn, 
needed in each loop to reduce the number ts == 32' mod Fn, is extremely simple to 
perform due to the very simple binary representation of Fn.-Even before the era 
of computers all the Fermat numbers up to F8 had been investigated for primality. 
F8 has 78 digits, so the proof of its compositeness, using only a desk-calculator 
was quite an achievement! Today the first Fermat number of unknown character 
is F24 , containing the incredible number of 5050446 digits! The largest Fermat 
number so far exposed to Pepin's test is F22 , having 1262612 digits. This number 
was proved to be composite by Crandall et al. in 1993. See Table 4 at the end of 
this book for more details on Fermat numbers. 
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Cofactors of Fermat Numbers 

If a Fermat Number Fn has been subjected to Pepin's test and found composite, the 
search for its factors can begin. When one or more factors have been found, the 
remaining cofactor should be subjected to a compositeness test before the search 
for more factors gets started. There is a clever way, due to Suyama [14], to perform 
such a test economically, providing the residue 3Fn - 1 mod Fn is available: 

Theorem 4.SA. Suppose F = PIP2 ... Pr is the "factored part" of Fn , and that 
Fn = F . C, where C is the cofactor to be tested. Compute 

A == 3Fn - 1 mod Fn, B == 3 F- 1 mod Fn, and R == A - B mod C. 

Then, if R == 0, the cofactor C is a probable prime to the base 3F, otherwise C is 
composite. 

Proof. A - B == 3F - 1(3 F (C-l) - 1) mod Fn and thus also modC, since ClFn. If 
R == 0 mod C, then 3F(C-l) == 1 mod C, which constitutes a Fermat test for the 
number C with the base 3F • 

As the factored part of F usually is much smaller than Fn , the labour to 
compute B is also smaller than the labour to compute A. To avoid recomputing 
A each time a new factor found of FIl necessitates a test of the corresponding new 
cofactor, just compute A as the square of the last residue 3(Fn -I)/2 mod Fn, arrived 
at in Pepin's theorem, and save this value for future use. As Lenstra has pointed 
out, Suyama's test works also for the cofactor of the first factor found in Fn. 

Generalized Fermat Numbers 

We shall call the numbers Fn(a, b) = a 2n + b2n generalized Fermat numbers. 
They share many properties with the ordinary Fermat numbers, such as the lack of 
algebraic factors, being pairwise relatively prime, and so on. In the hope of finding 
some large primes, Anders Bjorn and the author ofthis book in [15], for n ~ 999, 
searched the numbers Fn(a, b) for all a, b ~ 12 with GCD(a, b) = 1 for small 
factors. (No large prime was found.) In this context the following generalization 
of Pepin 's theorem is of interest: Applying Theorem 4.4 to the generalized Fermat 
numbers G n = 62n + 1 and Hn = 102n + lone gets 

Theorem 4.SB. Necessary and sufficient conditions for the numbers Gn = 62n + 1 
and Hn = 102n + I, n :::: I, to be prime are that 

for the numbers G n and that 

3(Hn -I)/5 ¢. 1 and 3(H,-1)/2 == -1 mod Hn 
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for the numbers Hn. 

The proof follows the same lines as for Pepin's theorem above, making use 
of the facts that Gn == 7 mod 10 and Hn == 5 mod 12 for n > I, and thus 5 
would be a quadratic non-residue of Gn and 3 a non-residue of Hn , in case one of 
these numbers would be prime. A similar test is easy to construct for any number 
(2a)2n + 1. 

Suyama's observation on how to facilitate the compositeness test for a cofactor 
of a partially factored Fermat number 22n + 1 can also be extended to the more 
general case and works in analogy with the case discussed above. So for the 
generalized Fermat Numbers Gn and Hn , if R = 5Gn - 1 - SF-I, or R = 3Hn - 1 -

3F - I , respectively, the condition R == 0 mod C is a Fermat test for the cofactor C. 
Also the numbers a2" + 1 with a odd are slightly easier to examine for 

primality than are the general Fn(a, b). Since a 2n is a square, it is == 1 mod 8, and 
so N = (a 2" + 1)/2 is odd, and lacking algebraic factors, N might be prime. How 
about N - I? In this particular case 

a 2" - 1 a-I "-I 

N - 1 = 2 = -2-(a + 1)(a2 + 1)(a4 + 1) ... (a 2 + 1) = 

a2 - 1 a2 + 1 a4 + 1 a 2n- 1 + 1 = 2n+1 • -- • -- • -- ••• ---
8 2 2 2 

which greatly increases the possibility of finding enough prime factors of N - 1 
to be able to apply Lehmer's test or some similar test, such as Theorem 4.6 below 
to decide upon the primality of N. 

A Relaxed Converse of Fermat's Theorem 

We have already encountered the major difficulty in using Lehmer's converse of 
Fermat's theorem as an algorithm for general primality proofs. We come to a halt 
when unable to factor N - 1 completely! There are several ways of escaping this 
situation. It turns out that it is possible to relax the conditions in Lehmer's theorem 
so that a partial factorization only of N - 1 suffices for the primality proof. As 
a matter of fact, we need not assume that N - 1 is completely split into prime 
factors, since it is possible to prove a theorem, analogous to Lehmer's theorem, 
where N - 1 = R· F, R < F, and only F is split into prime factors. In this way the 
frequently very laborious task of factorizing a large cofactor R = (N - 1)/ F is 
avoided.-In this notation, which we shall frequently use, F stands for the factored 
part of N - 1 and R for the remaining part. 

Theorem 4.6. Suppose N - 1 = R· F = R 0;=1 qt, with all qj'S distinct primes, 
with GCD(R, F) = 1 and R < F. If an integer a can be found, such that 

GCD (a (N-I)/qj - 1, N) = 1 .. 11 . 1 2 lor a } = , , ... , n (4.21) 
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and satisfying 
aN-I == 1 mod N, (4.22) 

then N is a prime. 

Proof. Consider any possible prime factor p of N. Presuming (4.21) we also have 

GCD(a(N-I)/Qj -1,p) = 1 for all} 

and (4.22) implies that 
aN-I == 1 mod p. 

(4.23) 

(4.24) 

Further, suppose that the element a of the group Mp has order d. Then diN - 1, 
while dHN - 1)/qj for any}, i.e. 

dlR n q~v, while d~ Rqfj- I n q~v. 
v ~j 

But this is possible only if qfj Id for every}, which implies that Fld. Now, since 
dip - 1, it follows that also Flp - 1. But then the smallest value which p could 
possibly take would be p = F + 1 >-JFi. since the completely factored part, F, is 
assumed to be larger than -IN. However if N were composite then this would be 
a contradiction if applied to the smallest prime factor p of N, which in this case 
would be ~-IN. Thus, the only remaining possibility is that N is prime.-There 
is a related theorem, which is aimed at factorization, but which has been much 
used also for primality proofs. This is the Lehmer-Pocklington Theorem 4.13 on 
p.122. 

Proth's Theorem 

As an immediate consequence of Theorems 4.5 and 4.6 we obtain the following 
analogue of Pepin's theorem concerning the Fermat numbers: 

Theorem 4.7. Proth's Theorem. Suppose N has the form N = h ·2/1 + 1, with 
2/1 > hand h an odd integer. If there exists an integer a such that 

a(N-I)/2 == -1 mod N, (4.25) 

then N is a prime. 
It should be emphasized that the theorems mentioned so far are very efficient 

when a computer is put to work. As examples of large primes which have been 
identified in this way, we give 

180(2127 - 1)2 + 1, 5.213165 + 1, 29.27927 + 1. 

For more detailed information, the reader is referred to Table 5 at the end of this 
book. 
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Tests of Compositeness for Numbers of the Form N = h . 2n ± k 

Using Euler's criterion for (a I p) (see Appendix 3, p. 278), it is easy to construct 
a necessary but not always sufficient condition for N = h . 2n ± k to be prime, 
i.e. a compositeness test for N, provided that hand k are odd and k is not too large. 
Choose an integer a such that (al N) = -1. Then a(N-l)/2 == -1 mod N if N is 
prime, which gives 

a h .2n- I +(k-l)/2 == -1 mod N, if N = h ·2n + k 

and 
a h .2n- I -(k+l)/2 == -1 mod N, if N = h· 2n_ k. 

The computation is carried out by first calculating a h mod N and then, by means of 
n - 1 successive squarings and reductions mod N, obtaining ah.2n- 1 mod N. Finally, 
we must verify whether 

a h .2n- 1 
• a(k-l)/2 == -1 mod N, if N = h ·2n + k (4.26) 

or 
a h.2n - 1 == _a(k+l)/2 mod N, if N = h ·2' - k. (4.27) 

If the left-hand-side agrees with the right-hand-side, then N is an Euler probable 
prime for base a, otherwise N is composite. 

An Alternative Approach 

Another way out of the problem to factor N - 1 would be to look for a theorem, 
analogous to Lehmer's, but based on another probable prime test rather than Fer­
mat's theorem. In order to explain this we must examine the reason why Fermat's 
theorem is applicable in proofs of primality. This is related to the divisibility 
properties of the numbers in the sequence 

(4.28) 

If the prime p divides a term Ts of this sequence, it will also divide all terms Tks 

for k = 2,3,4, ... , since Tks = a ks - 1 is divisible by Ts = as - 1. This fact is 
the principal element of the proof of Theorems 4.3 and 4.4. The sequence (4.28) 
can now be described in a recursive form, a form which will help us to search for 
similar sequences having different divisibility properties in the case where N - 1 
is too difficult to factor. Using the definition of Tn we find immediately that 

Tn+l = (Tn + l)a - 1 = aTn + (a - 1). (4.29) 

This shows that a first-order linear recurrence relation holds for the terms Tn .­

Now, there exist certain slightly different sequences, termed Lucas sequences, 
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which exhibit divisibility properties different from those of the sequence Tn and 
which can, in certain cases, be used to construct probable prime tests analogous to 
Fennat's test but with N + 1 substituted/or N - 1. Thus, we have at our disposal 
an alternative means of proving the primality of N if we are able to factor N + 1 
(at least in part) rather than N - 1. In addition, there exist algorithms devised for 
cases where one of N 2 + 1, N 2 + N + 1 or N 2 - N + 1 has been partially factored. 
This can be useful if both N - 1 and N + 1 are too difficult to factor (see [13]). 
All of these partial factorizations can be used in one single combined primality 
test and factor bounds can also be worked into this test. See Ferrier's example 
on p. 122. These types of primality tests often admit a cascade of possibilities in 
their application: N - 1 = 2 . 3 . HI, say, where HI is probably prime. Maybe 
we cannot factor HI - 1, but HI + 1 factors etc. However, we shall mention 
only one of these more complicated techniques, namely Theorem 4.18 on p. 129, 
since general primality tests are now available, which actually avoid factorization 
altogether. Nevertheless, it might still be of interest to mention an instance when 
all five of N ± 1, N 2 + 1 and N 2 ± N + 1 were found too hard to factor. Such a 
case is the following one, reported in [16]. For the integer N = (1084 + 17)/9 the 
following (insufficient) partial factorizations are easily obtained: 

N - 1 = 23 .1531. HI, N + 1 = 2·3· H2, 

N 2 + 1 = 2 . 5 . 2069 . 2157989 . H3, 

N 2 + N + 1 = 7·14869· H4, N 2 - N + 1 = 3 ·271· Hs. 

All of these jive composite integers Hi happen to lack factors below the search limit 
5,988, 337,680 and as a result the methods described here all failed to prove N 
prime, a rather unusual situation.-However, by finally applying a version of the 
more general method of Adleman, Pomerance and Rumely mentioned on p. 131, 
N was easily proved to be prime by Lenstra and Cohen. 

Certificates of Primality 

In the course of proving a number N prime using the above mentioned methods, 
the proof depends upon which of the numbers N + 1 or N - 1 or some other 
number has been factored, and to what extent. This procedure is often repeated 
recursively, until the numbers involved are small enough to be considered trivial 
with today's computing standards. In order to be able to reproduce the proof of 
primality without having to repeat this search for suitable numbers to factor, and to 
repeat their factoring, one could give a list of all the stepping stones used to arrive 
at the proof. Such a list, with some explanations, is called a primality certificate 
for the number N, see [17]. 

Also some of the modern methods of primality proving for general integers, 
such as the elliptic curve method, need a lot of computer search before a proof may 
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be found, but after the proof is found, it is comparatively easy to reproduce it once 
the key information constituting the proof is available. The computer programs 
for these types of calculations thus normally output this key information in the 
form of a primality certificate. 

Primality Tests of Lucasian Type 

As we have discussed above, Lehmer's converse of Fermat's theorem is not appli­
cable unless we succeed in factoring N - 1 at least until the "completely factored 
part" exceeds the remaining cofactor. By using results from the arithmetic theory 
of quadratic fields (see Appendix 4), it is possible to find a converse of the ana­
logue of Fermat's theorem in these number fields. It turns out that in certain cases 
the factorization of N + 1 comes into play in exactly the same way as does the 
factorization of N - 1 in the ordinary field of rationals. Thus we have a choice 
between N - 1 and N + 1 and can choose which of these two numbers is the 
easiest to factor. We shall give a fairly detailed account of this technique, which 
has in fact led to many useful primality tests, mainly due to Lucas. 

Lucas Sequences 

Suppose a and b = a are two numbers satisfying a quadratic equation with integer 
coefficients, the so-called characteristic equation 

)..2 _ P).. + Q = O. (4.30) 

Now, for n ~ 0 define the numbers Un and Vn by 

an _ bn 
Un = , 

a-b 
(4.31) 

We can then demonstrate that these numbers are rational integers in the following 
way: Firstly, we have Uo = 0, UI = 1, Vo = 2 and VI = a + b = P. Next, 
because we have assumed P and Q to be integers, all the numbers Urn and Vm 
must be integers since the "initial values" Uo, UI and Yo, VI in the recurrence 
relations (4.34) and (4.35) below are integers. The numbers Un and v" constitute 
what are termed Lucas sequences. It can easily be shown that these satisfy certain 
interesting formulas: 

a rn+n _ bm+n 
Urn+n =----­

a-b 

= a-b 

= Urn Vn - a"b"Um_n 
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and, similarly, 

Vm+n = am+n + bm+n = 

(4.33) 

For the special case n = 1 we obtain the second-order recurrence relations 

Um+1 = (a + b)Um - abUm_1 = PUm - QUm-1 (4.34) 

Vm+1 = (a + b)Vm - abVm_1 = PVm - QVm-l, (4.35) 

already utilized above when proving that Um and Vm are integers. The deduction 
of all these formulas requires the use of elementary algebra including the well­
known relations between the roots and the coefficients of a quadratic equation, 
i.e. a +b = P andab = Q. 

The Fibonacci Numbers 

Taking Uo = 0, UI = 1 yields the Fibonacci sequence 0, 1, 1, 2, 3, 5, 8, 13, 
21,34,55,89,144, ... satisfying Um+1 = Um + Um-I. This recurrence relation 
corresponds to the characteristic equation A2 = A+ 1, with roots a, b = (1±J5)j2. 
The numbers Um are given by 

(4.36) 

and the Vm's are 

Vm = C +2J5)m+ C -2J5 )m. (4.37) 

The Vm's have the values 2,1,3,4,7,11,18,29,47,76,123, ... The simplest way 
of calculating the numerical values of all the Vm's is to start with Vo = 2, VI = 1 
and then apply the recursion Vm+1 = Vm + Vm- I. 

Large Subscripts 

Let us give another example demonstrating how (4.32) and (4.33) can be used 
to compute Un and Vn easily for an isolated, large subscript n. We now choose 
n = 100. In order to calculate UIOO and VIOO, we let m = n in (4.32) and (4.33) 
and arrive at the special case 

(4.38) 

(4.39) 
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If the subscript is odd = 2n + 1, we instead put m = n + 1 and obtain 

(4.40) 

(4.41) 

Alternatively, we could have substituted n for m and n + 1 for n in (4.32) and 
would then have arrived at 

(4.42) 

wherethevalueofU_1 isca1culatedas(a- l -b- I )/(a-b) = -1/(ab) = -1/Q. 

The computation of UIOO and VIOO can now be performed as follows (letting 
P = 1 and Q = -1 for the Fibonacci numbers): 

UIOO = Uso Vso, VIOO = vlo - 2, 

VSO = vis + 2. 

Since all subscripts involved were even hitherto UIOO and VIOO have been generated 
in a straight-forward manner. Now consider the next step: 

U25 = VI3 VI2 - 1, V2S = VI3 VI2 - 1. 

From this point on a difficulty presents itself. We are forced to keep track of 
four new quantities U\2, UI3, VI2 and VI3 and their descendants as we continue to 
decompose. Does this mean a doubling of the number of U's and v's to keep in 
mind each time we arrive at an odd subscript? Fortunately not! No further doubling 
occurs when we apply (4.38)-(4.4]) again. Please observe how the calculation 
proceeds: 

Here we still have only four new quantities U6, V6, V7 and V7 to keep track of! 
The process continues in this manner: 

U7 = U4V3 + 1, V7 = V4 V3 +], U6 = U3V3, V6= V32 + 2, 

U4 = U2 V2, V4 = Vi -2, U3 = U2VI +], V3:= V2VI +1 

until, finally, 
U2 = UIVI, V2 = VI2 + 2. 

UIOO and VIOO have thus been decomposed in a chain of calculations which can be 
run backwards, starting with UI = VI = 1: 

V2 = V? +2 = 3 .. 
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U3 = U2 VI + 1 = 2, V3 = V2 VI + 1 = 4, 

U4 = U2 V2 = 3, V4 = Vi - 2 = 7, 

U6 = U3 V3 = 8, V6 = Vl + 2 = 18, 

U7 = U4 V3 + 1 = 13, V7 = V4 V3 + 1 = 29, 

Ul2 = U6V6 = 144, V12 = Vl- 2 = 322, 

U\3 = U7V6 - 1 = 233, Vl3 = V7V6 - 1 = 521, 

U2S = Ul3 V12 - 1 = 75025, V25 = Vl3 V12 - 1 = 167761, 

Uso = U2S V2S = 12586269025, Vso = Vis + 2 = 28143753123 

and, finally, 

UIOO = USOV50 = 354224848179261915075, 

VIOO = vlo - 2 = 792070839848372253127. 

The calculation looks rather unwieldy at first sight! Suppose we want to compute 
Un mod N or Vn mod N for a very large subscript n, say about lOIOO. How many 
steps will the scheme include? Well, at each stage the subscripts are roughly 
halved, so that approximately log2 lOlOO ~ 332 steps will be required before the 
subscripts have been reduced to 1. In each step four values Us, Vs, Us+l and 
Vs+l mod N must be calculated, except possibly in some of the initial steps in the 
deduction, a case which occurs when n is divisible by a power of 2. Moreover, 
of course, if only v" is required, then the entire chain of calculations makes no 
use whatsoever of the U's, so in such a situation the labour demanded is halved. 
However, in general this is an algorithm of polynomial growth as are some of the 
algorithms encountered earlier such as Euclid's algorithm (Appendix 1, p. 240) 
or the algorithm for computing ad mod N using the binary representation of d 
given on p. 93 above.-Hence, the times taken in a computer for the calculation 
of as mod N and for Us mod N will be of the same order of magnitude for large 
values of sand N. The computation of Us in actual fact is slower, but only by some 
relatively small numerical factor. 

Finally, we remark that if the subscript n possesses many factors 2, say n = 
h . 2s , h odd, then the chain of calculations takes a particularly simple form: 

(4.43) 
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and 

(4.44) 

V2h = V; - 2Qh. 

If Q is chosen as 1 or -1 then the last set of formulas (4.44) turns out to be 
particularly simple. As an example, U% = V48 V24 V12 V6 V3U3 and V6 = Vl + 2, 
V12 = Vi - 2, V24 = vA - 2, V48 = V{4 - 2. Starting from U3 = 2 and 
V3 = 4, we obtain successively V6 = 42 + 2 = 18, V I2 == 182 - 2 = 322, 
V24 = 3222 - 2 = 103682, V48 = 1036822 - 2 = 10749957122, giving 

U96 = 2·4· 18·322·103682·10749957122. 

An Alternative Deduction 

There is an alternative approach which also leads to the algorithm sketched above 
for the fast computation of Un and Vn in 0 (log n) steps. This makes use of 2 by 2 
matrices in order to condense the two scalar recursion formulas (4.34) and (4.35) 
into one matrix equation: 

(4.45) 

Applying (4.45) m times, we arrive at the formula 

(4.46) 

Thus, we can compute Am by the usual "square and multiply" algorithm for ob­
taining mth powers in 0 (log m) steps, but note that here the algorithm is applied 
to 2 by 2 matrices rather than the usual scalars. 

Exercise 4.2. Fibonacci numbers. Use (4.45)-(4.46) and the binary representation of m 

to deduce a set of formulas for the computation of Urn and Vrn . Write a computer PROGRAM 
Fibonacci which reads P, Q, m and N. and gives Urn mod Nand Vrn mod N. Use the 
same technique of utilizing the binary representation of m as in the PROGRAM Fermat on 
p.88! 

With the notation introduced in (4.45) and (4.46) our previous calculation of 
UIOO and VIOO runs as follows: 

(4.47) 

III 



THE RECOGNITION OF PRIMES 

Now, successively 

( 1 1)12 = (13 8)2 = (233 144) 
1 0 8 5 144 89 

( I 1)24 = (233 144)2 = (75025 46368) 
I 0 144 89 46368 28657 

( 1 1)25 = (1 1) (75025 46368) = (121393 75025) 
1 0 I 0 46368 28657 75025 46368 

( I 1)50 = (121393 75025)2 = (20365011074 12586269025) 
I 0 75025 46368 12586269025 77 78742049 

( I 1)100 = (20365011074 12586269025)2 = 
I 0 12586269025 77 78742049 

= (573147844013817084101 354224848179261915075) = (all a12), 
3542248481792 61915075 218922995834555169026 a21 a22 

say. Thus, 

yielding Uloo = a2h V100 = a21 + 2a22 and thus finally giving the values for U100 

and Vloo previously found on p. 110. 

Divisibility Properties of the Numbers Un 

A necessary and sufficient condition for the roots of the characteristic equation 
(4.30) A 2 - P A + Q = 0 to be irrational is that the discriminant p2 - 4 Q is not a 
square number. If we assume that this equation has irrational roots a and b, then 
these are conjugate integers in the number field Q(,Ji5) if p2 - 4Q = c2 D holds 
and D is a square-free (rational) integer. According to Fermat's theorem for the 
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quadratic field Q(.fi5) (see Appendix 4, p. 293) we then have, if p is an odd prime 
such that p~ D, 

aP ==a modp, if (~)=+1 (4.48) 

or 

aP ==amodp, if (~)=-l. (4.49) 

If GCD(a, p) = 1 in Q(.fi5), i.e. ifGCD(Q, p) = 1, then (4.48) implies 

a P- 1 == 1 mod p, if ( ~) = 1. (4.50) 

If (D/p) = -1 then always 

aP+1 == aa mod p. (4.51) 

Thus, since (a - ii)2 = c2 D, ifGCD(Qc, p) = 1, we find 

a P- 1 - aP- 1 1 - 1 (D) 
Up-I = a _ a == a _ a == 0 mod p if P = +1 (4.52) 

and 

aP+1 - aP+1 aa - aa 
Up+1 = ----- - == 0 mod p 

a-a a-a 
(4.53) 

The congruences (4.52) and (4.53) are fundamental for the factorization of 
the Lucas numbers Un. If p is an odd prime not dividing Qc, then obviously either 
Up_lor Up+1 will contain the prime p as a factor. Note that the condition p~ Qc 
is necessary. To see why this is so, we can study the case when 

Un = ~ {(2 + yCi5)n - (2 - yCi5)"} . 
2 -15 

The characteristic equation is A 2 - 4A + 19 = 0 and the corresponding recursion 
formula becomes Un = 4Un- 1 - 19Un_2• The integers Un successively assume 
the values 0, 1,4, -3, -88, -295, ... Reducing Un mod 19 gives Un == 4Un_1 

mod 19 because of the recursion formula, and hence Un == 0, I, 4, 16, 7, 9, 17, II, 
6,5, 1,4, 16, 7, ... mod 19, a sequence which is periodic apart from its first element 
Uo == O. Thus, in this particular case neither UIS nor U20 contains the factor 19. 
The reason for this "failure" is that we cannot cancel the factor 2 + .yCT5 in both 
sides of the congruence, although Fermat's theorem in Q( As) guarantees that 

(2 + yCi5)19 == 2 + .J-15 mod 19, 
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since the integer -15 is a quadratic residue mod 19. This is so because 19 = 
(2 + J -15)(2 - J -15) and, therefore, according to the cancellation rule for 
congruences, we do not arrive at (2 + .J=T5)IS == 1 mod 19, but only at the 
weaker result 

(2 + J=lS)IS == 1 mod (2 - J -15). 

The reader who is unaccustomed to computations in quadratic fields might, at this 
stage, wish to see a verification of the fact that the congruence (2 + .J=T5) IS == 1 
mod 19 is actually false. One way of demonstrating this is as follows: 

Putting 2 + J -15 = a, this is a2 == 4a mod 19. Thus we successively find 
a4 == 16a2 == 26a , a8 == 212a 2 == 214a, a9 == 216a and, finally, 

Please note that this is not a typical example of arithmetic in a quadratic field. The 
extraordinarily simple relation a2 ==4a mod 19 makes the calculations much easier 
than ought to be expected. 

It is also easy to verify that 

5(2 + v'=l5) is == 1 mod 2 - v'=l5. 

This is demonstrated in the following way: 

5(2 + .J=T5) - 1 

2 - J-15 

9+5.J=T5 

2 - J-15 

(9 + 5.J=T5)(2 + .J=T5) 

19 = 

-57 + 19.J=T5 .. = 19 = -3+J-15= anmtegermQ(J-15). 

Now, let us return to our main line of thought. What can be said about the 
divisibility of the Vi'S by prime powers? Using the more general congruences 
(A4.18) and (A4.19) rather than Fermat's theorem in Q( ,Ji5), 

arl(p-I) == 1 modpll if (~) = 1 and GCD(a, p) = 1 inQ(,Ji5) (4.54) 

and 
n-I( +1) "-I . (D) a P P == (aa)P mod pn If p = -I, (4.55) 

we obtain the following analogues to (4.52) and (4.53): 

Vpn-l(p_l) == 0 mod p", if (~) = 1 and GCD(a, p) = 1 in Q( yD) (4.56) 
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and 

Upn-'(p+I)==Omodpn if (~)=-1. (4.57) 

These two congruences together with the conditions imposed on a, p and D may 
be condensed into the following formula: 

Ur'{p-(D/p») == 0 mod pn, if GCD(2QcD, p) = 1. (4.58) 

Primality Proofs by Aid of Lucas Sequences 

The divisibility properties of the numbers Un, discussed above, suffice to prove a 
theorem analogous to Lehmer's converse of Fermat's theorem. 

Theorem 4.8. Suppose N + 1 = n;=1 qfj, with all qj 's distinct primes. If a Lucas 
sequence Uv satisfying GCD(2QcD, N) = 1 can be found such that 

GCD(U(N+I)/qj' N) = 1 for all j = 1,2, ... , n (4.59) 

and 
UN +1 == 0 mod N, (4.60) 

then N is a prime. 

Proof. Consider any prime factor p of N. The conditions in the Theorem imply 
that 

GCD(U(N+I)/qi' p) = 1 for j = 1,2, ... , n (4.61) 

and that 
UN +1 == 0 mod p. (4.62) 

In exactly the same way as in Theorem 4.6 we arrive at the conclusion that 

d = N + 1, (4.63) 

if we define d as the smallest positive subscript with V d == 0 mod N. We shall now 
prove how this induces primality of N. The proof is based on the idea to calculate 
d for a composite number N and show that d < N + 1 always holds for composite 
numbers,just as the fact cp(N) < N - I for composite numbers is used in the proof 
of Theorem 4.3. 

To achieve this, suppose N = n p~; and GCD(2QcD, N) = 1. Then, by 
(4.58), we have 

(4.64) 

Using the fact that all the subscripts satisfying precisely one of the congruences 

V" ==Omodp~; 
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constitute (the non-negative part of) a module, we now find that the subscripts 
satisfying all the congruences simultaneously also form (the non-negative part of) 
a module with a generator which is the least common mUltiple of the generators 
of all the individual modules. Thus, it is clear that 

Urn ==OmodN (4.65) 

with 

m = LCM [all p~i-I (Pi - (~)) J. (4.66) 

Now, since all the Pi'S are odd (we have assumed GCD(2QcD, N) = 1!), all 
Pi - (D / Pi) are even and therefore 

:s 2N n ~ (1 + ~) = T, say. 
i 2 P, 

The simplest case of a composite N is a prime power, N = p~l, 0(1 ::: 2. In this 
instance we calculate the exact value of m and obtain 

If N contains at least two distinct prime factors, we have 

T = N (1 + ~) (1 + ~) . ~ . n ~ (1 + ~) :s 
PI PZ 2 i>Z 2 Pi 

:s N (1 + ~) (1 + ~) . ~ = O.8N < N + 1. 
This proves that d =I- N + 1 for a composite number N, and hence the value obtained 
previously, d = N + 1, implies primality of N. 

A very simple case is N = Mn = 2" - 1. In this case N + 1, being a power 
of 2, has only one prime factor and the conditions of theorem 4.8 simplify to the 
following: 

If a Lucas sequence Un can be found such that 

UN + I == 0 mod N while U(N+I)/2 ¢ 0 mod N, (4.67) 

then N = 2" - 1 is prime. 
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Also in the case when N + 1 is not a power of 2 the valUie of UN + I mod N is, 
as previously shown, relatively easy to compute, leading to faiirly simple primality 
tests. Among these, the tests for the numbers Mn, which are called Mersenne 
numbers, are outstanding in their simplicity. This makes these numbers very 
attractive to investigate, especially on binary computers due to the simple binary 
representation of N. Thanks to this fact, the Mersenne numbers are the largest 
numbers which have been systematically exposed to primality tests and the largest 
known primes are also found among these numbers. In the following, we shall 
describe this interesting pursuit of large primes in more detail. 

Lucas Tests for Mersenne Numbers 

First, we combine the two conditions (4.67) for the primality of Mn into one 
single condition. Since U N+I = U(N+I)/2 V(N+I)/2, the integer V(N+I)/2 must be 
the one that introduces the factor N, finally leading to UN+I == 0 mod N. Thus, 
the replacement of the two conditions by: V(N+I)/2 == 0 mod N is necessary and 
sufficient for the primality of Mn. Next, we change notation in order to write down 
the chain of computations leading to V(N+I)/2 = V2n-1 in a more convenient form. 

Put V2' = Vs so that V2' = V2~-1 - 2Q2'-' transforms into Vs = V;_I - 2Q2'-'. 

Starting the computation with Vo = VI = P, we see that the test V(N+I)/2 == 0 
mod N is equivalent to the following: Put Vo = P. Let Vs == V~_I - 2Q2'-' mod N. 
Then Vn-I == 0 is necessary and sufficient for Mn = 2n - 1 to be a prime. 

So far, we have not yet approached the problem of how to find a Lucas 
sequence which is appropriate to the Mersenne numbers. The simplest way of 
doing this is to construct a sequence fulfilling the requirement (D / N) = -1. This 
condition is not explicitly mentioned in Theorem 4.8, but if N is a prime and if 
U N+I == 0 mod N, then (4.53) demands that(D / N) = -1. The otherrequirement, 
i.e. GCD(2QcD, N) = 1, causes no problem, since before a large number N is 
put to a Lucas test, N has normally been searched for small factors in any event 
and, moreover, since Q and D are of moderate size this will guarantee that N 
has no divisors in common with 2QcD. There are always many different Lucas 
sequences which are suitable (about half of all D-values have (D / N) = -1). The 
following is one possible sequence: the choice a = 1 + -/3, b = a = 1 - -/3, 
which gives 

P = a + a = 2, Q = aa = -2, p2 - 4Q = 12, D = 3, c = 2. 

Now, D = 3 happens to be a quadratic non-residue of all primes of the form 
12n ± 5 (Table 32). Furthermore, for the powers of 2 mod 12 we find 

21 == 2, 22 == 4, 23 == 8, 24 == 4, 25 == 8, 26 "''' 4, ... 

Here only the odd values of the exponents are interesting, since if Mn = 2n - 1 
is to be prime at all then n must be odd (except in the trivial case 22 - 1 = 3). 
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Hence, for n::: 3, Mn = 2n - 1 == 7 mod 12 and the number 3 is thus a quadratic 
non-residue of Mn.-Combining these results we arrive at the following primality 
test for the Mersenne numbers: 

If n is odd, then Mn = 2n - 1 is prime if and only if Vn-I == 0 mod Mn, where 

2 2 2,-1. 2 
Vs = Vs _ 1 - ·2 wIth VI = Vo + 4 = 8. 

Example. n = 7. M7 = 27 - 1 = 127, and we successively find 

V2 = 64 - 8 = 56, V3 = 3136 - 32 = 3104 == 56, V4 == 3136 - 512 == 84, 

V5 == 7056 - 217 == 63, V6 == 3969 - 233 == 3969 - 25 == 0 mod 127. 

Can the Lucas test for Mersenne numbers be simplified? Well, the powers 
of 2 in the recursion formula for Vs would certainly vanish if we could choose 
Q = 1 or Q = -1. However, this would severely limit the possibilities of 
finding a suitable Lucas sequence. Q = 1 together with (Dip) = -1 causes 
already U(p+l)/2 == 0 mod p, creating the problem that Theorem 4.8 cannot be 
used without some modification. Nevertheless, there exist somewhat more general 
Lucas sequences than those we have so far studied which are appropriate to our 
problem. The principle is to insert new elements between the terms of the original 
Lucas sequence. This will double the value of all the subscripts in the old sequence 
and, in this way, the troublesome U(p+l)/2 == 0 mod p will be transformed into 
the desired U~+I == 0 mod p.-Next, in order to achieve this, suppose we have a 
Lucas sequence Un such that 

U(N+I)/('2qj) =1= 0 mod Nand U(N+I)/2 == 0 mod N, (4.68) 

with a and b satisfying A 2 - P A + Q = O. Now we shall try to make this Lucas 
sequence Un denser by doubling the number of its elements to obtain the new 
sequence U~. Because the original Un's are given by the formula 

(4.69) 
a-a a-a 

the sequence U~ defined by 

..;an - 5 
U' = ----=------:=_ 

n (via - .fa)( via + .fa) 
(4.70) 

obviously satisfies the desired subscript-doubling relation 

UZn = Un· (4.71) 

118 



LUCAS TESTS FOR MERSENNE NUMBERS 

It turns out, however, that this new sequence U~ is slightly more general than those 
we have encountered so far, and that the divisibility properties of its elements 
cannot immediately be inferred from what we have already proved for quadratic 
fields. We have to omit the details of this deduction, but mention only that the 
main conclusion is still valid, namely that N is prime if 

UCN+I)/qj = U(N+I)/(2qj) ¢ 0 mod N for all j = 1,2, ... , n (4.72) 

and 
U1V+1 = U(N+I)/2 == 0 mod N. (4.73) 

Thus we finally arrive at the Lucas test for Mersenne numbers: Choose a = 2+.J3, 
b = 2 - .J3, which gives 

.J3+1 .J3-1 (D) P = 4, Q = I, -via = ../2 ,./b = ../2 ' D = 3, Mn =-1 

P' = -via +./b =../6, Q' = -vIa./b = I, 

resulting in the Lucas sequence 

V,=(.J3+1)n+ (.J3_I)n 
n../2 ../2 (4.74) 

This sequence obeys Vz" = V~2 - 2 and starts with Vi = ,J6 and Vz = 4. If we 
change the notation (as done previously) by letting V2,+1 = Vs> then we have 

Theorem 4.9. Lucas' test for Mersenne numbers. If n is odd, then Mn = 2n - 1 
is a prime if and only if Vn-2 == 0 mod Mno where 

Vs = V;_I - 2 with Vo = 4. (4.75) 

Further on we shall prove a result (Theorem 4.17) which is a generalization 
of Theorem 4.9. 

Example. For N = 219 - 1 = 524287 the computation runs as follows: 

Vo =4, VI = 14, V2 = 194, V3 = 37634, V4 == 218767 

Vs == 510066, V6 == 386344, V7 == 323156, Vs == 218526, V9 == 504140 

VIO == 103469, VII == 417706, V12 == 307417, VI3 == 382989, VI4 == 275842 

VI5 == 85226, VI6 == -210 , 

and, finally, 
VI7 == 220 - 2 == 0 mod 219 - 1. 
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This proves the primality of M19. 

Using Theorem 4.9 and another very similar primality test, Lucas in 1876 
proved MI27 (39 digits!) to be prime. This was the record for the largest prime 
discovered before the advent of computers. (In fact, larger numbers have been 
investigated without the use of a computer. The author believes that the largest 
prime found without a computer is A. Ferrier's (2148 + 1)/17, but this result was 
published in 1952 when there were already several larger primes known which 
had been found by aid of computer.) All Mersenne numbers with exponents up to 
139268 and some higher ones have been tested to date, among which the following 
33 exponents p have been found to lead to Mersenne primes Mp: 

2, 3, 5, 7, 13, 17, 19, 31, 61, 89, 107, 127, 521, 607, 1279, 2203, 

2281, 3217, 4253, 4423, 9689, 9941, 11213, 19937, 21701, 23209, 

44497, 86243, 110503, 132049, 216091, 756839 and 859433. 

M859433 (258716 digits!) is the largest prime known at present. It was found 
with the aid of a CRAY-XMP computer at the Lawrence Livermore Laboratory in 
California in 1994 by Paul Gage and David Slowinski. 

A Relaxation of Theorem 4.8 

As the reader may remember, we have given two converses to Fermat's theorem, 
namely Lehmer's Theorem 4.3 and a version with relaxed conditions on the fac­
torization of N - I, Theorem 4.6. The relaxed version is very helpful indeed when 
N - 1 has many small prime factors and a large cofactor < .IN. In such a case we 
can avoid the labour of factorizing this large cofactor. The situation is identical 
when Lucas sequences are used rather than Fermat's theorem. The condition of 
Theorem 4.8 that N + 1 is completely factored may be relaxed so that a cofactor 
< -IN can be left unfactored. This is stated in 

Theorem 4.10. Suppose that N + 1 = R· F = R nj=1 q;j, with all qj'S 
distinct primes, R < F and GCD(R, F) = 1. If a Lucas sequence Uv with 
GCD(2QcD, N) = 1 exists, satisfying 

GCD(U(N+I)/qj' N) = 1 for all j = 1,2, ... , n (4.76) 

and such that 
UN+l == 0 mod N, (4.77) 

then N is a prime. 

Proof. As in the proof of Theorem 4.8, we must consider a possible prime factor 
p of N. In exactly the same way as in Theorems 4.6 and 4.8 we arrive at the 
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conclusion that Fld. By (4.52) and (4.53), either dip - 1 or dip + 1. Thus 
F I p ± 1. Hence, the smallest possible value p can assume is one of F ± 1. If the 
sign is positive, then p = F + 1 >,,IN, and so N is certainly prime. If, however, 
the sign is negative, then the magnitude of p could be just bellow ,,IN, so we need 
to provide some other reason why this case also leads to a contradiction. Let us 
then consider N = RF - 1 = R(p + 1) - 1 = Rp + R - 1 == 0 mod p. This 
congruence requires R to be == 1 mod p. But since 0 < R < F = P + 1, the only 
solution to R == 1 mod p is R = 1, for which N = p, and thus, again, N is prime. 

In the same way as we used Theorem 4.6 earlier to find elegant and efficient 
primality tests for numbers of the form h . 2n + 1, we can now apply Theorem 
4.10 to devise a simplified version of the primality tests for numbers of the form 
h ·2n - 1. Using the notation, introduced on p. 117, one can obtain 

Theorem 4.11. (0. Komer, VIm, Germany.) If h is odd and 2n > 4h, then 
N = h·2n-l is prime if there exists a Lucas sequence Vv with GCD(QcD, N) = 1 
such that 

V(N+I)/4 == 0 mod N. (4.78) 

Proof. Suppose that N were composite and consider its smallest prime factor 
p ~ .IN. If we, as in the proof of Theorem 4.8, define d as the smallest subscript 
with Ud == OmodN, then all subscripts v with Uv == OmodN are again multiples of 
d. Thus,sinceU(N+I)/2 = U(N+I)/4V(N+I)/4 == OmodN,dl(N+l)/2,i.e.dlh.2n- l . 
On the other hand U(N+I)/4 '1= 0 mod N. This is, because if Uv and Vv were 
both == 0 mod N, then so were (a - b)Uv ± Vv or a V and bV would both be 
== 0 mod N, which would imply that the prime factor p of N would also divide 
(a - b)2 = c2 D, contrary to the assumption GCD(QcD, N) = 1. Applying this 
reasoning to v = (N + 1)/4, we find that dHN + 0/4, or d1h ·2n- 2. Thus 
2n- 1Id. Now, if we put m = p - (Dip), since Um == 0 mod p according to (4.48), 
it follows that dim and thus that 2n- 1Im. This leads to p == (Dip) mod 2n-l, 
and in particular p ::: 2n - 1 - 1. The case p = 2n - 1 - 1 can be excluded, since 
in this case N = h ·2n - I = 2h(p + 1) - 1 == 2h - 1 mod p. This would 
imply 2h - 1 = p, since 2h - 1 ~ 2n- 1 - 1 = p, which leads to an even value 
of h (or to p = 1), contrary to the assumptions in the theorem. Thus, finally, 
p2 ::: (2n-I)2 = 2n . 2n- 2 > h .2n = N + 1, which contradicts the assumption of 
p being the smallest prime factor of N. Thus N is prime. 

Pocklington's Theorem 

Theorem 4.12. Pocklington's Theorem. Let N - 1 = Rqn, where q is prime 
and q 1 R. If there exists an integer a, satisfying 

GCD (a(N-I)/q - 1, N) = 1 and such that aN-I == 1 mod N, (4.79) 

then each prime factor p of N has the form p = qn m + 1. 

121 



THE RECOGNITION OF PRIMES 

Proof. Exactly as in the proof of Theorem 4.6 on p. 103, each (possible) prime 
factor p of N must satisfy qnlp - 1, which means that p = qnm + 1 for some 
positive integer m. 

Remark. Pocklington's theorem can in some cases help to find a factor, but its main 
application is in primality proofs, as illustrated in the example below, where it is used to 
establish that any prime factor of N must be > .fN. thereby implying the primality of N. 
The theorem is only a slight generalization of the reasoning used to prove the primality of 
a number by proving the existence of a primitive root g mod p. 

Lehmer-Pocklington's Theorem 

If the factorization of N - 1 is, instead, given as N - 1 = R . F = R n qfi, as in 
Theorem 4.6, then the modular conditions arising from the different prime powers 

qfi can be combined to yield 

Theorem 4.13. Lehmer-Pocklington's Theorem. Suppose N - 1 = R . F = 
R n;=1 qfi, with the q/s distinct primes and GCD(R, F) = 1. If there is an 
integer a, satisfying 

GCD (a (N-t)/qi - 1, N) = 1 ~o II . I 2 .' raJ = , , ... , n, (4.80) 

and such that 
a N - 1 == 1 mod N, 

then each prime factor p of N has the form p = Fm + I.-Note that it is not 
necessary to have R < F here. 

Example. The primality of N = (2 148 + 1)/17, the largest prime found using a 
desk calculator, was established by A. Ferrier in 1951 by means of the following 
arguments: 

Firstly, it was verified that 3N - 1 == 1 mod N. 

Secondly, N - 1 = 24(272 - 1)(272 + 1)/17 contains a large prime factor, 
namely Q = 487824887233. Applying Pocklington's theorem with qn = Q, 
Ferrier showed that 317(N-I)/Q - 1 is prime to N, which implies that 3(N-1)/Q - 1 
is also prime to N. Thus, every prime factor of N must be of the form Qm + 1. 

Next, 17 N being of the form a 148 + b148 , every prime factor of N (excepting 
possible factors 17) are of the form 296k+ 1, due to Legendre's Theorem on p. 165. 
Combining the two forms, Ferrier found that every prime factor of N is of the form 

p = p(y) = 144396166620968y + 1 = qy + 1. 

Now, for y = 1, 2, 3, ... , 11, p is not prime, having a small divisor. Hence, every 
possible prime factor p of N exceeds p(12) - 1 = 1732753999451616. 
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Further, applying a type of argument which often is useful in connection with 
Fermat's factorization method, Ferrier wrote 

Here 

N 
N = A2 - B2 = (A - B)(A + B) = p. --. 

p 

N 28 
2A = (A - B) + (A + B) = p + - < 1.3 . 10 

P 

since.fN> p > 1732753999451616. Now, on the other hand, since both factors 
p and Nip are of the form qy + I, we have 

N + 1 = (qy + l)(qz + 1) + 1 = q2yZ + (qy + 1) -+ (qz + 1) = 
(4.81) 

But N + 1 == 18859780871263549663161494450 modq2 so that 2A > 1.8.1028 • 

Since this inequality contradicts the previous one, A does not exist and therefore 
N is prime. 

Pocklington-Type Theorems for Lucas Sequences 

If N + 1 is easier to factor than N - I, then the following analogues of theorems 
(4.12) and (4.13), utilizing Lucas sequences {Un} instead of powers an, may be of 
use in the search for factors of N: 

Theorem 4.14. Lehmer's analogue to Pocklington's Theorem. Let N + 1 
= R .qn, whereq is prime and q1 R. If {Un} is a Lucas sequence with (DIN) = -1 
and such that 

GCD(U(N+I)/q' N) = 1 with UN+1 == 0 mod N, 

then each prime factor p of N has the form p = qn m ± 1. 

(4.82) 

Proof. In Pocklington's (original) theorem 4.12 the result follows from the fact 
that a prime p can divide N only if qn Ip - 1. For a Lucas sequence, qn will instead 
have to be a factor of p - (Dip) (compare (4.66», i.e. qnlp ± I, yielding the 
present theorem first proved by D. H. Lehmer. 

If the factorization of N + 1 is instead given as N + 1 == R . F = R n qji, 

then again combining the modular conditions for the different prime powers qji 
surprisingly enough yields 

Theorem 4.15. Let N + 1 = R . F = R nj=, qji, with qj distinct primes and 
GCD(R, F) = 1. If {Un} is a Lucas sequence with (DIN) = -1, for which 

GCD(U(N+I)/qi' N) = 1 for all j = 1, 2, ... , n (4.83) 
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and such that 
UN+I == 0 mod N, 

then each prime factor of N has the form p = Fm ± 1. 

The surprise is that only two residue classes instead of 2n are possible for the 

module F = n qfj, being a product of n modules, each admitting two residue 
classes for p. 

Proof. The proof of this Theorem is similar to the proof of theorem 4.10 on p. 120, 
that F must divide p ± 1 if p is to be a prime factor of N. So p must be == ±1 
mod F -This theorem was discovered by the author of this book in 1967 and 
rediscovered by Michael Morrison and published in 1974. 

Primality Tests for Integers of the Form N = h ·2n - 1, when 3~h 

In order to satisfy (4.76) we need as usual to require that (D / N) = -1. Further­
more, as in the case of Mersenne numbers, the computation will be particularly 
simple if we can choose Q = ±1. Now, if 3jh, then it is possible to cover all 
interesting cases (3 ~ N) by the same choice of a and b as on p. 119, i.e. by once 
again considering the Lucas sequence (4.74). V(N+I)/4 = ViN+I)/2 = V~.2n-1 is 
most easily calculated by adopting the initial value 

Vo ~ ( J~ I r + (J~ I r ~ (2+ J3)' + (2 - .J3)' (4.84) 

and then performing the usual recursion Vs = V;_I - 2. The condition for primality 
of N, (4.78), will then again take the form Vn-2 == 0 mod N. We thus arrive at the 
following 

Theorem 4.16. Lucas' primality test. Suppose that h is an odd integer, that 
2n > h and that neither N = h . 2n - 1 nor h is divisible by 3. Then N is prime if 
and only ifvn_2 == OmodN, where Vs = v;_1-2and Vo = (2+J3i+(2 - ./3)h. 

Note that the initial value Vo can easily be computed using (4.39) and (4.41). 
This is because we can consider Vo itself to be an element of a suitably chosen 
Lucas sequence! 

Example. N = 5.214 - 1 = 81919. First we have to compute Vo = (2 + ./3)5 + 
(2 - ./3)5. The Lucas sequence with Vm = (2 + ./3)m+(2 - ./3)m satisfies 
Vm+1 = 4Vm - Vm-I with Vo = 2 and VI = 4. Thus V2 = 4·4 - 2 = 14, 
V3 = 4·14-4 = 52, V4 = 4·52-14 = 194 and V5 = 4·194-52 = 724. (This 
initial value Vo is identical for the Lucas test on all numbers of the form 5 . 2n - 1 
not divisible by 3.) Next, compute 

VI == v5 - 2 == 32660, V2 == 8299, V3 == 61439, V4 == 5118, 
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Vs == 61761, V6 == 26722, V7 == 59278, V8 == 47696, 

V9 == 17784, VIO == 63314, VII == 38248, V12 == 0 mod 81919, 

which proves 81919 to be prime.-By applying Theorem 4.16 and using the com­
puter BESK, the author of this book has in 1954 identified many at the time 
unknown primes, for instance 

5.2248 - 1, 7.2177 - 1, 11.2246 - 1, 17· 21sO - 1. 

More detailed information can be found in Table 6 at the end of the book. 

Primality Tests for N = h ·2" - 1, when 31h 

What now remains in order to complete the picture is to constmct Lucas sequences 
which are applicable in the case when N = h ·2" - 1 and 3 divides h. This problem 
is actually more difficult than when 31 h. The difference between the two situations 
lies in the choice of a suitable initial value Vo for the recursion Vs = V;_I - 2. 
In the case treated above, where 31 h, Vo is dependent on h only and not on n (as 
long as 31N), whereas in the case when 31h, Vo is dependent on n as well as on 
h. Moreover, still worse, also D depends on hand n, making the search for a 
suitable Lucas sequence theoretically complicated and computationally tedious. 
The reason for this is the following. Suppose that N = 3A ·2" - 1 and that 3A 
has an odd prime factor p. Then (p / N) is always = 1, since 

by the theorem of quadratic reciprocity, see p. 279. Now, workjng through the two 
cases p = 4k - 1 and p = 4k + 1, we find 

(~) = (_I)(_1)(2k-I)(3A.2n - 1-1) = +1 

and 

(~) = (+1)(_1)2k(3A.2n - 1-1) = +1 

in these two cases, respectively. Finally, if n > 2 then 

(~) = (_1)(N-l)(N+l)/8 = (_1)3A.2n - 2(N-I)/2= +1, 

so that it is impossible to find a value of D that is a quadratic non-residue of 
all values of A simultaneously. Therefore, according to the value of A selected, 
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we need to work with different values of D, leading to varying mathematical 
formulas for vo, depending on the chosen value of A. Furthermore, the requirement 
(D / N) = -1 cannot be satisfied for all (interesting) values of N by simply 
choosing a fixed value of D, when D is large. This fact leads to different values 
of D (and therefore of vo), even if we fix the value of A. A rather surprising 
situation! The reader is invited to examine the table on p. 128 to see just how 
confusing the situation does appear. Look e.g. at the choice A = 5. For the 
numbers N = 15· 2n - 1 we first have a "main case", D = 21, covering n == 1 
mod 3. If n == 0 mod 3, then it turns out that 71N and so we can dispose of this 
case. How about the remaining case, n == 2 mod 3? We will need several different 
values of D for this, and even so, it will not be completely covered. As can be 
seen from the table, D = 11 covers n == 0, 2, 3, 7 and 9 mod 10, D = 13 covers 
n == 2, 3,4,5,7 and 10 mod 12 while D = 17 covers n == 0, 1,5 and 6mod8. But 
these congruences together do not exhaust all cases, as can be quite easily seen by 
rewriting them mod 120. The cases n == 44, 116 mod 120 are still missing! This 
is indicated by the text "not covered" in the table. Finding, by trial and error, a 
suitable value of D covering the remaining cases is an almost hopeless task. 

Fortunately, the search for useful values of D can be carried out in a systematic 
way, by using a quite general theorem discovered by the author of this book in 
1969, see [19]. We present here a slightly modified version of this result, given by 
O. Komer: 

Theorem 4.17. Suppose that h is an odd integer and that 2n > 4h. Then N = 
h . 2n - 1 is prime if and only if Vn-2 == 0 mod N, where Vs = V;_I - 2 with 
Vo = ah + a-h , and GCD( N. (a - a-I )2) = 1. In this expression a is a unit of 

Q(./i5) of the form 

where (~) = -1 and 
r 

Proof. The integers Vs = as +a-s• according to (4.31), constitute a Lucas sequence 
since a is a unit of Q(./i5) and this implies that the characteristic equation of the 
sequence, )..2 - (a + a»).. + aa = 0, has integer coefficients P = a + a and 
Q = aa = ± 1. In order to demonstrate that the conditions in the Theorem are 
necessary, suppose first that N is prime. Then 

V _IT - a(N+I)/4 + a-(N+I)/4 -n-2 - Y(N+I)/4 - -

= a-(N+I)/4 (1 + a(N+I)/2) = 

= a-(N+I)/4 (1 + (k + [./i5)N+l r -(N+I)/2) == 
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(by Fermat's theorem in Q( "ffj), since (~) = -1) 

== a-(N+I)/4 (1 + k2 _/2D (~)) == 0 mod N. 

Here we have been using the condition on (r / N) assumed in the Theorem. For the 
sufficiency of the conditions we can refer to Theorem 4.11 since Vn-2 = V(N + 1)/4 == 
o mod N implies the primality of N. 

The Lucas tests proved earlier are special cases of Theorem 4.17. If hand n 
are such that 3 t hand 3 tN, then the unit 

can be used in the Theorem since 

in this instance.-By a further restriction to h = I, we find 

which reverts us to Theorem 4.9. 

At this point, a natural question is how best to apply Theorem 4.17 in practice. 
One method is to investigate which combinations of D, hand n satisfy all the 
requirements and note these down for future use. This has been done in the Table 
on the next page, where useful Lucas sequences have been compiled for all h:s 29. 
Since Legendre's symbol occurs in the conditions of Theor·em 4.17, the possible 
values of n for a given value of D belong to certain arithmetic series; frequently the 
case in problems which can be solved by aid of Legendre's symbol.-As pointed 
out earlier, this technique of extracting valid combinations of h, nand D is quite 
complicated and is thus principally used if only a few numbers need to be checked 
for primality. 

In a situation where all values of hand n in a certain domain are to be 
tested, there exists a better approach. This is to systematically allow a computer to 
check through all values of D and list those combinations of hand n which fit the 
conditions of Theorem 4.17. In order to obtain the smallest possible value of Vo, 
it is practical to organize this search with increasing values of VI. The author has 
carried this out for all n and all odd h in the domain 2 :s n :s 1000 and I :s h :s 105. 
To limit the amount of labour demanded as much as possible, all N = h . 2n - I 
having some factor < 10000 were first sieved out. After this preliminary reduction 
a suitable VI was sought for each of the remaining numbers. The largest VI 
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necessary in this investigation was VI = 57, required for N = 63 . 2354 - 1. For 
this VI the value of D was found to be 3245 and 

Lucas tests for numbers of the form N = h . 2n - I 

h D Vo nmodd d 

I 3 6.1 2 -2=4 I 2 

3 21 7.42 - 2 = 110 0,2 3 

3 39 13 .982 - 2 = 124852 0, 1,2,4,7, 10, II 12 

5 3 6· 112 - 2 = 724 0 2 

7 3 6.412 - 2 = 10084 I 2 

9 5 5 . 342 - 2 = 5778 0, I 4 

9 17 2872983 - 3 . 287298 3,4,6,7 8 

II 3 6.5712 - 2 = 1956244 0 2 

13 3 6.2131 2 - 2 = 27246964 I 2 

15 21 25253 - 3 ·2525 = 16098445550 I 3 

15 II 22.11976775212 - 2 0,2,3,7,9 (n>2) 10 

15 13 13 . 168350502 - 2 2,3,4,5,7, 10 12 

15 17 17· 1073018095565W - 2 0, 1,5,6 8 

15 - not covered by the above 44, 116 120 

17 3 6.296812 - 2 0 2 

19 3 6 . 1107712 - 2 I 2 

21 5 5· 109462 - 2 = 599074578 2,3 4 

21 13 13.218518819302 - 2 0, 1, 2, 3, 5, 8 12 

23 3 6· 1542841 2 - 2 0 2 

25 3 6.5757961 2 - 2 1 2 

27 5 57783 - 3·5778 = 192900153618 1,2 4 

27 21 13306703 - 3 . 1330670 1,2 3 

29 3 6.80198051 2 - 2 0 2 

Finally, for each of the numbers under investigation, the starting value Vo of 
the recursion was computed and the number tested. The results are given in Table 
6 at the end of the book, which has been brought up-to-date by including also later 
results, found by others. 
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As an example of the power of this method, we mention the large prime 
391581 .2216193 - 1, found in 1989 by Brown, Knoll, Parady, Smith and Zaran­
tonello. It was for a time the largest prime known, and is the only very large prime 
known, which is not a Mersenne prime.-The ideas in this section have recently 
been carried further by Wieb Bosma in [20]. 

Lucas sequences as an alternative to Fermat's theorem can be used to construct 
compositeness tests for numbers of the form N = h . 2n ± k, provided k is not 
too large. We shall not give details here, but mention only that this has been 
accomplished by K. Inkeri and J. Sirkesalo in [22] and [23]. 

Another type of generalization, covering numbers of the forms h . bn - 1, for 
b = 3, 5, and 7, has been undertaken by H. C. Williams, see [21]. 

The Combined N - 1 and N + 1 Test 

From Theorems 4.6 and 4.10 we infer that the primality of N can easily be proved 
if one of N - 1 or N + 1 can be factored up to its square root. What if this is 
not possible? Then we have to use the following combined primality test, relying 
upon the simultaneous partial factorizations of N - 1 and N + 1. The test has also 
been relaxed by using the "several bases" idea from Theorem 4.4. Search limits 
for the factors of N - 1 and N + 1 have also been included. 

Theorem 4.18. The combined N - 1 and N + 1 test. Assume that 

1. N - 1 = FIRt. with RI odd> 1 and GCD(FJ, Rd = 1. 
2. N + 1 = F2R2, with R2 odd> 1 and GCD(F2, R2) = 1. Here FI and F2 are 

completely factored. 
3. For each prime qi dividing FI there exists an integer ai such that aj'-I == 1 

mod Nand GCD(a;N-I)/qj - 1, N) = 1. 
4. There exists an integer a such that aN-I == 1 mod N and such that also 

GCD(a(N-I)/R, - 1, N) = 1. 

5. For each prime qi dividing F2 there exists a Lucas sequence {Uv } with 
(DIN) = -1 such that NIUN+I and GCD(U(N+I)/qi' N) = 1. 

6. There exists a Lucas sequence {Uv } with (DIN) = -I such that NIUN+I 
and GCD(U(N+I)/R2' N) = 1. 

Suppose that the prime factors of RI and R2 are respectively:::: BI and:::: B2. Define 
rand s by RI = (F2/2)s + r, 0 S r < Fz/2, and let m be the smallest non-negative 
integer for which m F) F2/2 + r FI + 11 N (or the smallest positive integer in case 
r happens to be 0). Moreover, let 

Then 
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A proof of this theorem is rather straight-forward, following the lines of proof 
given in Theorems 4.4, 4.6, 4.8, 4.10, 4.12-4.15. We omit the proof and refer the 
reader to p. 635 of [13].-This theorem is one of the more important forerunners 
to the modem primality tests. 

Lucas Pseudoprimes 

One essential step in proving the primality of a number N by aid of Theorem 4.10 
is to prove that UN+l == 0 mod N for the Lucas sequence chosen. Unfortunately, 
this condition is not always sufficient for the primality of N, i.e. there do exist 
certain composite numbers N which satisfy this congruence. They are termed 
Lucas pseudoprimes and are covered by 

Definition 4.5. An odd composite number N with NtQ, (DIN) = -1 and 
UN+l == OmodN is a Lucas pseudoprime with parameters D, P and Q, where the 
Lucas sequence {Uv } is as usual defined by (4.30)-(4.31) and D is the square-free 
part of p2 - 4Q. 

Any odd N satisfying all the conditions in this definition is called a Lucas 
probable prime.-The significance of the concept "Lucas probable prime" lies in 
the fact that it could well be possible that some combination of Lucas probable 
prime tests and strong probable prime tests is sufficient to actually prove primality. 
This conjecture has. however, not yet been proved. A discussion of this topic 
can be found in [3] and a related conjecture is discussed in [24]. The proof would 
constitute a demonstration that there exists no number which is a pseudoprime with 
respect to all these tests simultaneously. Such a combination of (a limited number 
of) Fermat-type primality tests would require only polynomial running time on 
a computer, since each of the tests involved has this property. In anticipation of 
such a proof we must at present content ourselves with some results achieved quite 
recently, which we shall now very briefly describe. 

Modem Primality Proofs 

The primality tests so far described in this book have one big disadvantage: They 
are not practically applicable to all numbers. Even if there are a lot of different 
tests, there are specific numbers which elude all the tests, e.g., if the number has 
none of the particular mathematical forms demanded by the tests, and neither of 
N ± 1 or N 2 ± N + I, or whatever you might have, admits an "easy" partial 
factorization. Number theorists, following two lines of approach, have tried to 
find a remedy for this situation. The one line is to prove that some combination 
of simple tests, e.g., a certain number of strong pseudoprime tests. would suffice 
to distinguish primes from composites. but this has not succeeded so far. although 
this approach does not seem entirely unpromising. 

The other line of approach is to make use of more complicated groups. The 
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order of some element of the group chosen must depend on if the number N is 
prime or composite, and in this way it can be used to decide whether N is prime 
or not. We are going to briefly describe two such modem primality tests, namely 
the APRCL primality proving algorithm and the Elliptic Curve Primality Proving 
algorithm. 

In 1979 Leonard Adleman, Carl Pomerance and Robert Rumely, [27], [28] 
devised an algorithm for primality testing which is of nearly polynomial time 
growth. The algorithm in itself is quite complicated, both in theory, since the 
so-called cyclotomic fields are used, and in practice, as many different cases have 
to be covered in computer program implementations. We shall not enter into all 
the details here because the importance of this breakthrough lies not so much 
in the specific algorithm designed, but rather in the fact that it has now been 
proved that a fast primality testing algorithm for the number N does exist which 
is completely independent of any factorization of some number dependent on N. 
Although the original algorithm discovered is complicated, it has been programmed 
for computers and works very well. Its running time can be described as "nearly" 
polynomial, as the labour involved is 

O(ln N)clnlnlnN, (4.85) 

where c is a positive constant. Since the factor In In In N in the exponent increases 
extremely slowly, it is almost as good as a constant exponent, provided N is of 
limited size, say has less than a million digits. (For N = 101()()()()()(), In In In N is 
only 2.68, and thus the growth of the exponent as N increasl~s is very moderate 
indeed.)-In 1981 a simplified version of this algorithm based on results by H. 
Cohen and H. W. Lenstra, Jr., [29]-[31], has been published by John Dixon [32]. 
The resulting algorithm is called the APRCL test after the initials of its inventors. It 
has been implemented for use on computers and can in practice be used on numbers 
of up to about 1000 digits. We shall in the next subsection describe Dixon's 
proof.-It will hopefully not be too long now before a computationally simple and 
reasonably fast algorithm is constructed, taking care of general primality proofs. 

The Jacobi Sum Primality Test 

In this and the next two subsections we shall describe a simplified version of 
the generalized pseudoprime test to which we have referred above. We shall 
closely follow the proof given by Dixon in [32], pp. 347-350. The basic idea 
of this algorithm is to find and make use of a generalization of Fermat's theorem 
to certain well chosen cyclotomic number fields.-Readers not familiar with the 
theory of group characters might now wish to read pp. 258-260 in Appendix 1 
before proceeding. 

To prepare for Theorem 4.19 below and its proof we begin by discussing some 
elementary properties of so-called Gaussian sums. 
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Let N be the number whose primality ultimately has to be proved and let p 
and q be primes not dividing N such that plq - l. Furthermore, let t;p and t;q 
be primitive pth and qth roots of unity. Let g be a generator of the cyclic group 
Mq consisting of all primitive residue classes mod q and let C be the cyclic group 
generated by t;p- Since p is a divisor of q - 1 there exists a homomorphism which 
maps Mq onto C. Utilizing the technique demonstrated in the example on p. 260, 

we associate the function-value t;j with the element gi of M q , thereby defining a 
certain group character Xpq, or X for short, on Mq. Finally, define the Gaussian 
sums rex) and r(x-I) by 

(4.86) 
a a 

respectively, where the summations are extended over all the q -1 primitive residue 
classes modq. Since t;: = 1, the exponent of t;q in (4.86) runs modq, and t;; 
takes the same value, regardless of the representative chosen of the residue class 
a modq. 

Three Lemmas 

We shall now proceed by proving three lemmas. 

Lemma 1. (4.87) 

Proof. Let the variables a and b range over all elements of the group M q . Then 

r(x)r(x- I ) = Lx(a)t;; L {X(b)}-I t;; = LLx(a)x(b-I)t;;+b = 
a b a b 

(since ab ranges over Mq at the same time as a does) 

= LLx(ab)x(b-I)t;;b+b = LLx(a)t;;(a+l) = Lx(a) Lt;;(a+I). 
a b a b a b 

(4.88) 
Using the fact that t;: = 1 we can evaluate the sum Lb t;;(a+1) = t;;+1 + t;i(a+1) + 

... + t;Jq-l)(a+l) = (t;:(a+1) - 1)/(t;;+1 - 1) - 1. As long as a ¥= -1 mod q this 
expression takes the value -1. If a == -I mod q, on the other hand, each term of 
the sum is = 1 and the sum is = q - l. Plugging this into (4.88), the double sum 
reduces to 

X(-I)(q-I)+ L x(a)(-l)=qX(-I)- Lx(a). 
a~-I a 

By Theorem AI.6 the above sum reduces to zero, unless X is the principal character 
of Mq , which is obviously not the case. This proves Lemma l. 

Lemma 2. If N is prime, then 

(4.89) 

132 



THREE LEMMAS 

in the ring Rpq generated by ~pq = e2Jfi/pq. 

Proof. In the ring Rpq of cyclotomic integers, many arithmetic properties of 
ordinary integers still hold. Thus, if ai are cyclotomic integers and N is prime, 
then 

(4.90) 

This congruence is easily proved by starting from (al + (2)N which is congruent 
to af + af mod N according to the binomial theorem (remember that all binomial 
coefficients (~), 1 ::s k ::s N - I, are divisible by N, if N is prime). Having proved 
(4.90) for two integers, the full expression (4.90) is deduced by adding one variable 
at a time. Repeating the step taken in (4.90) m - 1 times we arrive at 

(4.91) 

Thus 
(4.92) 

a 

Now x (a)w-1 = x(a) since, by Fermat's Theorem, plNp-1 - 1 and x(a) is a 
pth root of unity. Moreover, there exists an element b of Mq such that bNp-1 == 1 
modq sinceq1NP-I. Thus 

L x(a)W-1 ~:W-I = L x(ab)~:bNP-1 = L x(ab)~: = 
a a a 

= X(b) L x(a)~: = x(b)r(x) = X(N)I-Pr(x), 
a 

again because X (N) is a pth root of unity. We have now arrived at the congruence 

r(x)W-1 == x(N)r(x) mod N, (4.93) 

and should only have to cancel one factor r (X) in order to arrive: at Lemma 2. This 
cancellation, however, might not lead to a valid result in the ring Rpq and has to 
be avoided by instead performing another operation: multiplication by r (X -I ). 
Since GCD(qX( -1), N) = GCD(±q, N) = I, there exists an integer a such that 
qaX(-I) == 1 mod N. Now mUltiply (4.93) by ar(x- I ) and utilize (4.87): 

ar(x)NP-lr(x- l ) == ax(N)r(x)r(x- l ) = aqx(N)x(-l) ,= X(N) mod N. 

Making use of (4.87) once more, this time in the left-most part of the expression 
above, we finally find (4.89). 

Lemma 3. If for some prime r i= p we have 

I'i == I'i mod r 
~p ~p , then 
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Proof. Let <l>p(z) be the cyclotomic polynomial (zP -1)/(z -1) = Zp-I +Zp-2 + 

... + 1. The assumption in the lemma is equivalent to s; -j == 1 mod r, and we 
have 

(4.95) 

Since r # p, <l>p(s;-i) #0 and so s;-i is not a primitive pth root of unity. Hence 

s;-i = 1, implying s; = sj, which proves Lemma 3. 

By this proof we are finished with the preparatory work for Lenstra's Theorem. 

Lenstra's Theorem 

The idea behind the modem, uniform algorithms for primality testing is to obtain 
information from generalized pseudoprime tests on N, working in cyclotomic 
rings. The information obtained is used to construct a sieve which restricts the 
possible prime divisors of N so severely that in the end N is proved to be prime. 

The primality test utilizes two finite sets of primes not dividing N, one set 
P and one set Q, consisting of primes q, all having q - 1 as products of distinct 
primes from P (i.e. all q - I 's are square/ree). Put z = npEP p and w = n qEQ q. 
This construction guarantees that q - liz for each q E Q, and so the order of each 
element in Mw must divide z, because of Lagrange's Theorem. Thusa z == 1 modw 
for each integer a with GCD(a, w) = 1. 

Theorem 4.19. Lenstra's Primality Test. Suppose that N is an odd integer 
satisfying the following conditions: 

1. For all primes p and q with q E Q and plq - 1 we have a group character 
Xpq = X' not the principal character, and r(x)NP-I-1 == X(N) mod N. 

2. For each prime PEP and each prime rlN, peplrp- I - 1, where pep is the 
largest power of p dividing NP-I - 1. 

Then each prime factor r of N is == N; mod w for some 0 ~ i ~ z - 1. 

Proof. In the quotient (rP- 1 - l)/(NP-I - 1), condition 2 above guarantees that 
we can cancel a common factor pep, simplifying the fraction to bp(r)/ap == [per) 

mod p, say, since ptap. Now, Lemma 2 shows that for each pair of primes p and 
q E Q with plq - 1, 

x(r) == r(xyP-I-1 mod r. 

Raising this to the power ap we find 

X (r)ap == r (X )ap(rP-1-1) = r(x )bp(r)(W-1-1) == X (N)bp(r) mod N. (4.96) 

Here condition 1 in the assumptions of the Theorem has been used. Reducing 
(4.96) mod r we conclude that 

X (r )ap == X (N)bp(r) mod r, 
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and so X (r )Qp = X (N)bp(r) by Lemma 3. Since both sides ofthis equation are pth 
roots of unity and p ~ ap we conclude that 

(4.97) 

This holds for each prime factor r of N and all PEP and q E Q with p Iq - 1. 

Finally, by the Chinese Remainder Theorem we can find a congruence class 
I(r) mod z such that I(r) == -Ip(r) mod p for each PEP (remember that z = 
DPEP p). Then, since X(N) is a pth root of unity, from (4.97) we find that 

(4.98) 

This equation tells us that the group element r N1(r) belongs to the kernel of the 
mapping from Mq to the subgroup C, mentioned above. Moreover, (4.98) holds 
for each prime pEP. Thus we can apply Theorem A2.1 0 on p. 273 and conclude 
that r N1(r) is the neutral element of M q, i.e. r N1(r) == 1 mod q ,. Furthermore, this 
congruence holds for each prime q E Q and hence it holds modD qi, yielding 
rN1(r) == 1 mod w. Finally, since I(r) is a residue class modz, z -/(r) can be 
chosen between 0 and z - 1, and hence r == Nz-1(r) == N i mod w for some i 
between 0 and z - 1, which proves the theorem. 

The only thing which remains in order to prove the primality of N is to choose 
the set Q so large that w >.IN. checking that GCD(N, zw) = 1 and that the least 
positive residue of N i mod w for 1 :s: i :s: z - 1 is never a proper divisor of N, all this 
implying that a possible prime factor r of N would be > .jN and thus N prime. 

Exercise 4.1. Theorem 4.19 gives sufficient conditions for N to be prime. Show that the 
conditions are also necessary, i.e, that they are satisfied if N is prime (for any choice of the 
sets P and Q compatible with the conditions stated in the theorem). 

The Sets P and Q 

It is in [20] shown thatthe set P = {2, 3, 5, 7, 11, 13, l7} and a set Q consisting of 
32 primes q covers the primality testing of all numbers N :s: 6.5191 . 10166. In order 
to be able to check the assumptions of Theorem 4.19, a prime q must be found, for 
which the character Xpq is not the principal character. Occasionally it happens that 
Xpq (N) =1= 1 fails for some q in the set Q. In such a case another squarefree q with 
plq - 1 has to be found. Usually this represents no problem, since asymptotically 
the fraction 1 - 1/ p of all primes q == 1 mod p also satisfy Xpq (N) =1= 1. However, 
since there is at present no proof that a small q with the required properties exists, 
this little detail places Lenstra's test among the probabilistic tests.-An alternative 
approach which manages to avoid this problem is given in [30]. 
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Running Time for the APRCL Test 

The version of the test given above is theoretically simple but not practical to 
implement on computers. Although the asymptotic growth of the running time 
is the same for a whole class of uniform primality testing algorithms, in practice, 
their efficiency depends much on the constant hidden in the O-notation, i.e., on 
the number of individual tests which have to be made in order to check all the as­
sumptions of Theorem 4. 19.-In [30], [31] Cohen and Lenstra have given another 
version of the test which is more computer practical. 

The running time of the deterministic versions of the algorithm, the expression 
(4.85), can be confirmed heuristically in the following way. Suppose P consists 
of the t first primes. From these primes 21 numbers of the form 1 + n Pi can 
be built up. By the Prime Number Theorem the average size of the logarithms of 
these numbers should be ~ t In t, and about 21/ (! t In t) of these numbers should be 
prime. Thus we might expect the size of In w to be 

21 1 
--. -tInt = 21. 
~t In t 2 

Putting w = ..JFi and solving for t gives t = In In ..JFi / In 2. Now, the number 
of residues N i mod w, which have to be computed is z, and the Prime Number 
Theorem yields 

In(! In N) 
In z '" t In t '" 2 In In In N . 

In2 

Thus we expect z to grow asymptotically as 

(! In N)lnlnlnN/ln2 , 

which is (4.85) with an exponent at most 3 for N having less than 1300 digits. 

Elliptic Curve Primality Proving, ECPP 

In 1986 A. O. L. Atkin designed and first implemented the basic algorithm for 
use of elliptic curves in finding primality proofs. See the paper [33] by Atkin and 
Morain, which also contains a very extensive reference list. The idea involved is 
to make use of some key properties of the group of points mod N on an elliptic 
curve. The reader, unacquainted with the arithmetic theory of points on elliptic 
curves might now wish to consult Appendix 7, treating this subject. We shall here 
give only a short description of the main ideas involved in the ECPP algorithm, 
mainly following [34]. 
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The Goldwasser-Kilian Test 

Before we are going to explain this, first some words on primality proofs. A 
primality proof for a number N might fail. It certainly fails if N is composite, but 
then we will get to know that N is composite. But some of the algorithms used 
are probabilistic in nature, in which case they may also fail in the way that they 
never will find a proof even if N is prime. But a primality proof must never give 
the wrong answer. Now, for computations based on a group of points on an elliptic 
curve, E (A, B) mod N, which we are going to call EN (A, B) for short, there is one 
operation on the points which cannot be carried out computationally. It is when a 
non-invertible element mod N is encountered. If N is prime, only the residue class 
== 0 mod N is non-invertible, and so an attempt to invert 0 occurs when we try 
to compute m . P, where m has such a value that m P equals the neutral element, 
which is written (0, 1, 0) in homogeneous coordinates. But if N is not a prime, 
then there are more non-invertible elements mod N than just 0, namely all d with 
1 < GCD(d, N) < N. Thus, if N is not a prime, and we are doing computations 
on points of EN(A, B), we might hit upon a non-invertible element d < N. But in 
such a case we have found a factor d of N, and we know that N is composite. 

Before we give a number N as input to a primality proving algorithm, we 
should be pretty sure that N is really prime. Thus in all theoretical reasonings 
and in all the proofs we presume that the number N, with which we are dealing, 
is prime. As a consequence we may further presume that all the computations 
necessary on points of elliptic curves are also possible to cany out. This is no 
restriction, because if this is not the case, we have found a factor of N. 

Suppose N is a prime. Just as we in the proofs of the various primality tests 
given above would arrive at a contradiction in the case N is composite, this same 
idea is involved in the Goldwasser-Kilian Test [35]. The difference is only that 
this later test depends on the order of the elements of the group EN(A, b), i.e., the 
group of points mod N on an elliptic curve, as elaborated in Appendix 7. 

Theorem 4.20. The Goldwasser-Kilian test. Suppose that N > 1 and that 
GCD(N,6) = 1. Consider a group of points on an elliptic curve EN = E(A, B) 
modN.lfthere is a point P on EN with m· P = (0, 1,0), but (m/q)· P i= (0, 1,0), 
where q > (ifN + 1)2 is a prime factor of m, then N is prime. As usual, all 
computations are supposed to be possible. 

Proof. Suppose p S N is a prime divisor of N. The order of P in the group 
EN divides m, but does not divide mjq. Reducing the group EN mod p, we 
find that the order of P in this reduced group Ep(A, B) also divides m but not 
mjq, since the computation of (mjq) . P was possible without hitting upon a 
non-invertible element mod N. Thus q, being prime, must divide the order of P in 
the reduced group Ep. But this order is, according to Hasse's Theorem A7.4, less 
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than (.jp + 1)2, and thus, if p ~ v'N were a prime divisor of N, we would have 

contrary to the hypothesis on q in the theorem. 

To apply this test on N is not entirely easy. We first have to find a suitable 
elliptic curve E(A, B) with a point P on it. Then we compute as m the order of 
the group EN(A, B), and hope that m has some prime factor q > (W + 1)2. If 
this is not the case, we have to try another elliptic curve, until one is found that 
is suitable. How do we compute the order m? We shall not explain this here; it 
is done by what is called Schoof's algorithm [36], and can be performed in time 
O(ln8 N). Once m and q have been found, try a random point P and check if the 
conditions demanded in the test are fulfilled. If not, try another point P, until you 
succeed. 

Now, because N is supposed large, q > v'N is also fairly large. Thus it would 
be impractical at this stage to really prove q a prime. Rather make sure q passes a 
number of strong primality tests, and proceed as if q were also prime. This means 
we can try to prove q prime by applying the Goldwasser-Kilian test once more, 
this time on q. Now we will hit upon another probable prime ql > U,fti + 1)2. 
By applying the test recursively, we finally arrive at a number qs, which can be 
proved prime by other means, such as trial division up to Jqs, or by performing 
strong pseudoprime tests for all prime bases up to 17, as described on p. 92. This 
will cover all primes qs up to 3.4.1014. Since 

the number of steps in this recursion is at most ~ log2 N - 48, in order to come 
down to qs ~ 3.4. 1014 . 

The series of suitable elliptic curves, and suitable P's, m's, and q's, which 
are used in this process can be saved as a certificate of the primality of N. With 
this certificate at hand, it now requires much less computing to prove N prime, 
since all the random trials to find objects, satisfying the conditions of the successive 
Goldwasser-Kilian tests, are gone and replaced by fixed entities, known in advance. 

Atkin's Test 

The Goldwasser-Kilian test was introduced to prove that it is theoretically possible 
to find a primality testing procedure working in polynomial time. Its most time 
consuming and unpredictable part is Schoof's algorithm, being O(ln8 N). The 
expected running time of the whole algorithm is 0(1n12 N). which is polynomial 
time. The procedure described is, however, not a practical one to implement and 
run. 
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Starting again with the Goldwasser-Kilian test, and replacing Schoof's al­
gorithm by another way to compute the order of the group EN(A, B), O. Atkin 
has succeeded in finding a better algorithm, which has been implemented by him 
and F. Morain for use on computers. Besides what has just been mentioned, these 
authors have made several other major improvements, and the interested reader is 
referred to their paper [33], or to [34], which gives a short account on their work. 

With Atkin-Morain's implementation it is at present possible, in a couple of 
weeks on a workstation, to prove the primality of numbers with more than I ()()() 
digits. 
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CHAPTERS 

CLASSICAL METHODS OF FACTORIZATION 

Introduction 

The art of factoring large integers was not very advanced before the days of the 
modem computer. Even if there existed some rather advanced algorithms for 
factorization, invented by some of the most outstanding mathematicians of all 
times, the amount of computational labor involved discouraged most people from 
applying those methods to sizable problems. So the field essentially belonged 
to a few enthusiasts, who however achieved quite impressive results, taking into 
account the modest means for calculations which they possessed. Famous among 
these results is F. N. Cole's factorization in 1903 of 267 - 1 = 193707721 . 
761838257287. 

In this chapter a survey of these "classical" methods of factorization will be 
given. They are still important, since many of the basic ideas are used also in 
connection with the more recent methods. 

When Do We Attempt Factorization? 

In Chapter 4 we saw that the identification of prime numbers is generally quite 
a fast operation. Since factorization methods so far invente:d are not that fast, 
we should attempt factorization only of numbers which we know in advance to 
be composite. Otherwise, we will certainly, sooner or later, hit upon the "worst 
possible case" for the method we are using, and perhaps finally end up with a 
very laborious proof of the primality of the number being investigated. There are, 
however, occasional exceptions to this rule, but it is always advisable to first verify 
that the numbers involved are composite. 

Trial Division 

Trial division consists of making trial divisions of the number N by the small 
primes. Either you store a table of primes up to some limit in your computer, after 
which you may have a fast running program at the expense of using a good deal 
of storage space, or alternatively you generate the small primes, which leads to a 
program running a little slower, but demanding less storage capacity. In the latter 
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case, it is actually advantageous not to use only the primes as trial divisors, as it 
is quite time-consuming to run a sieve program in order to generate the primes. 
Instead, it is better to use the integers 2 and 3 and then all positive integers of 
the form 6k ± 1 as trial divisors. This covers all the primes and includes making 
divisions by some composite numbers, namely 25, 35, 49, ... , but the loop in the 
program will run very fast, so that we can afford some waste in performing these 
unnecessary divisions! (At the expense of some extra programming, however, the 
number of unnecessary divisions can be reduced and the efficiency of the computer 
program increased.) If you search for small divisors up to the search limit G, then 
you will carry out roughly G /3 trial divisions with the procedure indicated rather 
than the :Tr(G) ~ G/ In G divisions required if dividing by the primes only. With 
G = 106 , the proportion of "useful" divisions will be only 3/ In 106 ~ 22%, which 
looks a little discouraging! Whether this pays off or not depends on your ability to 
write a computer program for division by the primes only, which is less than about 
1/0.22 = 4.6 times slower per single loop to execute! Remember, even if you store 
a prime table up to G = 106, you probably will have to write it in compact form as 
shown in Chapter 1, in which case a time-consuming table look-up function might 
be involved. The methods mentioned on p. 7, however, are generally fast on most 
computers if programmed in assembly code, and need little storage space. Thus 
(PH' - Pi) /2 can be stored in one 6-bit byte for the primes below 1.35 million 
and in one 8-bit byte for the primes below 3 . 10". Moreover, in judging the speed 
by which a computer program runs, there are actually two figures to consider. One 
is the maximal running time for the worst possible case; for example, if we find 
no factor S G in the case just discussed. The other important figure is the mean 
running time which determines the total running cost if the program is run on lots 
of numbers. Since small prime factors are quite common, it seldom occurs that 
no factor S 106, say, is found, so that the program will probably in most cases 
terminate long before the search limit G is reached. 

Proportion a of odd numbers having no factor :5 G 

G a G a G a 

102 0.2406 105 0.0975 108 0.0610 

103 0.1619 106 0.0813 109 0.0542 

104 0.1218 107 0.0697 1010 0.0488 

To demonstrate the consequences of this fact, we show above in a small table, 
the proportion of odd numbers which "survive" trial divisions by all primes below 
10" for n up to 10. This proportion, if the search limit 10" is again called G, will 
be 

(5.1) 
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according to Mertens' Theorem (see p. 66). Hence if there is no special reason to 
act otherwise. trial division by 2. 3 and all integers 6k ± 1 is sufficiently efficient 
to be preferred. because of its simplicity. to other ways of implementing the trial 
division method. 

A Computer Implementation of Trial Division 

Although quite simple. we think it worth while discussing in some detail how to 
implement trial division. One question is: how can we generate all integers of the 
form 6k ± I? The answer is by starting at 5 and then alternatdy adding 2 and 4: 
5 + 2 = 7. 7 + 4 = 11. 11 + 2 = 13. 13 + 4 = 17 .... These alternate additions 
of 2 and 4 can be carried out as follows: Define a variable d. let d: =2 initially 
and then perform d: =6-d in the loop! This will cause d to take the values 2 and 
4 alternately. which is exactly what needs to be added to proceed from one trial 
divisor to the next. Another way to achieve the divisions by 6k ± 1 is to perform two 
divisions in the same loop. one by p and another by p + 2. and then augment p by 
6 within the loop. With this approach the administrative operations involved will 
be less burdensome and the program faster. We have chosen the second alternative 
in the procedure di vide below.-In order to terminate the computation correctly. 
you must verify whether the trial divisor p has reached the search limit G or ,.fN, 
whichever is the smaller. If p > ,.fN, then p is also> N j p. so this latter test can 
be performed without calculating any square-root. However. the calculation of a 
square-root at the beginning of the computation and each time a factor has been 
removed will not influence the computing time very much. since most of the time is 
expended in performing trial divisions without finding any factors. Moreover. it is 
essential to reduce N immediately by any factor discovered because this will speed 
the termination. since in each case the limit will be lowered to min(G. ,JNjp). 
Also. do not forget to test repeatedly. as divisors of N. all the prime factors found. 
continuing until they are no longer divisors of what remains of N. Otherwise. 
multiple prime factors of N will be overlooked! 

Now. finally. below is a PASCAL procedure di vide which stores the factors S 
G of N in the integer array Factor. and the number of factors found in Fact or [0] . 
If N is not completely factored by the procedure. then the last cofactor (of unknown 
character; it may be prime or composite) is returned in m for further processing 
by other factorization procedures. Further. in order to make the logical structure 
of the computation easily recognizable. a subprogram reduce is introduced. This 
subprogram is used in the search for factors 2 and 3 and in the pursuit of multiple 
prime factors. In addition to this. it is used for dividing N by any prime found 
by the main procedure.-The procedure divide is shown here in the context of a 
small test program by which an integer N can be input and factored. 

PROGRAM TrialDivision {Factors an integer N} 
(Input,Output); 
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LABEL 1; 
CONST k=22; 
TYPE vector=ARRAY[O .. k] OF INTEGER; 
VAR Factor: vector; N,G,i,m : INTEGER; 

PROCEDURE divide(N,G : INTEGER; VAR Factor: vector; 
VAR m : INTEGER); 

{Places all prime factors <G in the integer array Factor. 
The number of factors found is placed in Factor[O]. The 
remaining cofactor is returned in m, unless the divisions 
show this cofactor to be prime, in which case it is 
included among the factors in the array Factor and the 
value of m returned is 1} 

VAR p,plimit : INTEGER; 

PROCEDURE reduce(r : INTEGER); 
{Divides m by r, if possible} 

BEGIN IF r>l THEN WHILE m MOD r = 0 DO 
BEGIN m:=m DIV r; Factor [0] : =Factor [0] +1; 

Factor [Factor [0]] :=r 
END; 
plimit:=isqrt(m); 
IF plimit>G THEN plimit:=G 

END {reduce}; 

BEGIN m:=N; Factor [0] :=0; 
reduce(2); reduce(3); p:=5; 
WHILE p<=plimit DO 

BEGIN IF m MOD p 0 THEN reduce(p); 

END; 

IF m MOD(p+2)=0 THEN reduce(p+2); 
p:=p+6 

IF p>isqrt(m) THEN reduce(m) 
END {divide}; 

BEGIN 
1: write('Input an integer N>O for factorization: '); 

read(N); 
IF N>O THEN 
BEGIN 

write('Input the search limit G: '); read(G); 
divide(N,G,Factor,m); 
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FOR i:=l TO Factor[O] DO write(Factor[i]:8); 
writeln; IF m=l THEN writeln( , Factorizati,on complete') 

ELSE 
writeln('Factorization incomplete. Cofactor=' ,m:8); 
GOTO 1 

END 
END. 

Note that in order to compute the correct search limit G or L,J N / Pi J, we 
have assumed the availability of a function isqrt for calculating the integral part 
of the square-root of an integer. This function is not shown here. However, for 
test purposes, provided that N is chosen less than the smallest integer that cannot 
be stored as a REAL variable without rounding off, the construction 

isqrt:=trunc(sqrt(m)+O.5); 

will do. If N is larger, but still a single-precision integer, then it is advisable to 
verify that the above construction has not returned a value z one unit too low, 
which could occasionally happen. This verification and correction is achieved by 
writing 

IF sqr(z+l)<=m THEN z:=z+l; 

Exercise 5.1. Trial division. Explore the practical upper limit of N for the PROGRAM 
TrialDivision above when used on your computer. (It is for primes N that the longest 
running times occur.) Plot the maximal running time vs. the size of N in a logarithmic 
diagram. Decide on a value of G in order to obtain reasonable running times even in the 
case when N happens to be a product of two nearly equal prime factors. 

Euclid's Algorithm as an Aid to Factorization 

Euclid's algorithm can be (and has been!) used to search for factors. The method 
is as follows: In order to search for prime factors of N between g and G, multiply 
together all primes between the two limits. Then, apply Euclid's algorithm (which 
is fast) on the product formed and N. Any prime factor of N within the given search 
limits will then show up. In the days before the invention of computers, it was 
advantageous to use pre-computed values of 

97 

Po= np= 
2 

199 

2305567963945518424753102147331756070 

PI = n P = 338308 0509296917481189798760796480670771162183 
101 
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293 

P2 = TIp = 
211 

397 

P3 = TIp = 
307 
499 

262025664754470334382813071883984477441 

497665233 93936228750138598082752980119549 

P4 = TI p = 122745354023701499788761565110 91819579 03188941 
401 

599 

P5 = TI p = 253056306993037840092244562196981381959 
503 
691 

P6 = TI p = 87903 1892818978804933065306274691112009314693 
601 

797 

P7 = TI p = 1 68664678 156537761272439071676293 19108817 
701 

887 

P8 = TI p = 83623435734606723958852552002152901629917681 
809 

997 

P9 = TI p = 5001399907 163055306969330273892941 39003181 
907 

to find all prime factors of N below 1000. 
With the aid of a desk-calculator Euclid's algorithm was performed on Nand 

all the Pi'S, one at a time. As long as N did not exceed the register capacity of 
the calculator used this was quite simple to carry out; only the initial division in 
Euclid's algorithm (the long number divided by N) required some care, but was 
not too difficult to perform in a step-wise fashion. 

Even nowadays this method is occasionally applied on a computer, particu­
larly when N is too large to be easily divided by a small prime using the computer's 
built-in arithmetic. Instead of carrying out the search for factors by performing 
numerous slow divisions with each of the small primes using a multiple-precision 
arithmetic package, it is faster to divide only one huge number Pi by N using the 
package, and then employ Euclid's algorithm on the remainder and N, i.e., on two 
numbers of magnitude N. 

Another application of Euclid's algorithm is when only small divisors are 
sought, as in the continued fraction method, described on pp. 193-202 below. 
In order to save computing time, rather than store the small primes of the factor 
base and dividing by each of these, we store products of such primes, where each 
product is smaller than a single or a double word, depending on the kind of machine 
arithmetic available to us. Then N is divided by each of these products and, 
finally, Euclid's algorithm performed on the remainder found by the division and 
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the corresponding product of small primes, an operation which can be efficiently 
programmed in assembly language. 

Fermat's Factoring Method 

With the exception of trial division Fermat's factoring method is the oldest sys­
tematic method of factoring integers. Although, in general, the method is not very 
efficient, it is of theoretical as well as of some practical interest. We therefore find 
it instructive to discuss the method in some detail and to study the ideas behind it. 

Fermat's idea was to try to write an odd composite number N = a . b as a 
difference between two square numbers. If we succeed in writing N as x 2 _ y2 = 
(x - y)(x + y), we immediately deduce a factorization of N. How can such 
a representation of N be found? Well, obviously x must be > ,.fN, so let us 
start by computing m = L.JNJ + 1, which is the smallest possible value of x 
(unless, of course, N happens to be a square number x 2 , in which case we have 
the representation N = x 2 - 02). Now, we have to consider z = m 2 - Nand 
check whether this number is a square. If it is, then we have found N = x 2 _ y2, 

and are finished. Otherwise, we try the next possible x, i.e. m + 1, and compute 
(m + 1)2 - N = m 2 + 2m + I - N = z + 2m + 1, test whether this is a square, 
and so on. The procedure to follow is most easily understood by looking at an 

Example. N = 13199 . .IN = 114.88 ... , so that N is not a square. Thus we 
proceed: 

m = 115, z = 1152 -13199=26, 

which is not a square. After this start, the calculation runs as follows: 

m 2m + 1 z m 2m + 1 z 

115 231 26 124 249 2177 

116 233 257 125 251 2426 

117 235 490 126 253 2677 

118 237 725 127 255 2930 

119 239 962 128 257 3185 

120 241 1201 129 259 3442 

121 243 1442 130 261 3701 

122 245 1685 131 263 3962 

123 247 1930 132 265 ! 4225 

The numbers z in the third column are calculated by adding the numbers 2m + 1 
and the numbers z in the preceding line: 257 = 231 + 26, 490 = 233 + 257, and 
so on.-In the last line we have arrived at a square, Z = 4225 = 652 , and from 
this we immediately find the following factorization of N: N = 1322 - 652 = 
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(132 - 6S)(132 + 6S) = 67 . 197. 

We are now going to answer the following question: Using Fermat's algo­
rithm, how much work is required before N is factored? If N = ab, with a < b, is a 
product of only two primes (the hard case), then the factorization will be achieved 
when m reaches x = (a + b)/2. Since the starting value of m is ;::::: ./N. and 
b = N la, this will take 

;::::: ~ (a + N) _ .IN = (../N - a )2 
2 a 2a 

(S.2) 

lines in the table above. From this expression it can be seen directly that if N is 
the product of two almost equal factors, then the amount of work needed to find 
a factorization is small, because in this case the factor a is just below .fN. As 
an example we mention the 19-digit number N = (1022 + 1)/(89 . 101), which 
happens to have two almost equal prime factors. (It takes only 1803 cycles with 
Fermat's method to arrive at the factorization. The reader may confirm this!)­
Suppose that a = k./N. 0 < k < 1 in (5.2). Then the number of cycles necessary 
to obtain the factorization is 

(1 - k)2 .IN 
2k N. 

This has the order of magnitude o (../N), and the reader might be inclined to 
believe that the labour involved in using Fermat's method is also of that order of 
magnitude. Note, however, that the constant latent in the O-notation may be very 
large! For instance if k = 0.001, then (1 - k)2/(2k) ;::::: 499, and thus it is really 
only when the two factors are very close to../N that Fermat's method is of practical 
use. Let us consider just one more case, a sort of "ordinary case", where the two 
factors are a ;::::: N land b ;::::: N ~. In this situation the number of cycles necessary 
will be 

an order of magnitude considerably higher than O(N!), and therefore totally 
impractical! 

This analysis of Fermat's method is very discouraging indeed, but in spite of 
this, the method has been used with some success. This is due to the simplicity 
of the algorithm, which can be modified by using suitable shortcuts. One of these 
shortcuts is the following. As the reader may have observed, the end-figures of 
squares cannot form any number, but only certain two-digit numbers namely the 
following 22 combinations: 

00, 01, 04, 09, 16, 21, 24, 2S, 29, 36,41, 

44, 49, 56, 61, 64, 69, 76, 81, 84, 89, 96. 
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These may be written as 00, el, e4, 25, 06, e9, where e is an even digit and 0 an 
odd digit. Using this fact greatly simplifies the search for squares in the column 
for z above. Only when a number with a possible square ending occurs need we 
check whether a square has appeared. This simple trick can also be used in a binary 
computer, since the square of any number is == 0, 1,4, or 9 mod 16, conditions that 
can be very easily tested in a binary computer. Looking closer, it turns out that the 
values of x must also belong to certain arithmetic series in order for the end-figures 
to be possible square-endings. Calculating square-endings for other moduli, such 
as 25, 27 etc., a sieve on x can be constructed, thereby leading, if we wish, to 
a reduction by a large numerical factor in the number of x-values to be tried. 
However, this gain in speed wiIl be at the expense of increased complexity in the 
programming.-In [1'] a use of the modules m = 11, 63, 64, and 65 is proposed, 
by precomputing and storing a (small) file of ZEROs and ONEs for each residue 
class modm, the ONEs corresponding to the square residues. By computing N 
mod m and checking if this is a non-square mod m, most non-squares are quickly 
excluded. The proportion of numbers "surviving" this sieve, i.e. the proportion of 
possible squares is only 6/715. In such a case L v'NJ is extracted, and its square 
compared with N. 

Many attempts have been made to remedy the main difficulty of Fermat's 
method, which is that the number of steps required in the "worst possible case" 
is unreasonably large. One way, if N = pq, with p < q, would be to multiply N 
by a factor f, such that N . f admits a composition into two very close factors. 
If we choose f ~ q / p, then N . f will have two factors p . f ~ q and q, which 
are close. However, how can we find f when we do not know the size of q / p? 
We could either successively try all factors f = 1,2, 3, ... up to N 1/ 3 , say, which 
means that we run one or more steps at a time in the algorithm above, applied to 
the number N . f, for each value of f, or we could multiply N by a suitably chosen 
large factor f containing many factors of different sizes and, in this way, apply 
Fermat's method to a number N . f which certainly does have two close factors. 
Suitable choices of f could be factorial numbers 1 ·2·3 ... k of appropriate size or, 
better stiIl, so-called highly composite numbers. Finally, a combination of these 
two ideas might be used, i.e. to test successively, as candidates for the factor f, 
all multiples of a set of factors, each having many divisors. An analysis of how 
this can be done in a most efficient manner has been carried out by R. Sherman 
Lehman and is reported in [1]. The report contains also a computer program. The 
order of Lehman's factoring method is O(N1/ 3), if N has no factors below N 1/ 3 

so if combined with trial division up to N 1/ 3 , Lehman's method is O(NI/3) in all 
cases. 

Legendre's Congruence 

The methods described in Chapter 4 for recognizing primes use some characteristic 
which distinguishes composites from primes. Can such characteristics be also used 
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to factor numbers? To some extent, yes! One of the simplest examples of this is 
Legendre's factoring method which we shall describe in some detail a little later. 
The method utilizes the following distinction between primes and composites: For 
every N, prime or composite, the congruence 

(5.3) 

has the solutions x == ±y mod N, which we shall call the trivial solutions. For 
a composite N, however, the congruence also has other solutions, which can be 
used to factor N. To understand this, let us start with the congruence 

u2 == i mod p, p an odd prime. 

If we consider y as a fixed integer ¢ 0 mod p, then there are precisely two 
solutions u == ±y mod p to this congruence. This is because Theorem A 1.5 on 
p. 253 indicates that there are at most two solutions of a quadratic congruence in a 
ring without zero divisors and, since we can observe two solutions here, these must 
be the only ones. We have only to check that u and -u belong to different residue 
classes mod p, but u == -u mod p would lead to 2u == 0 mod p, which would 
imply u == 0 mod p, if GCD(p, 2) = 1. Thus if u ¢ 0 mod p then everything 
will be right. That is why we have to exclude the case y2 == 0 mod p, leading to 
u == 0, and, because of GCD(p, 2) = 1, also the case p = 2. 

Now, since u2 == y2 mod p has two solutions u == ±y mod p, so has v2 == y2 
mod q, namely v == ±y mod q, if q is an odd prime i= p. Thus the congruence 
x 2 == y2 mod pq has four solutions, which we may find by combining in four ways 
the two solutions mod p and the two solutions mod q: 

and 

{ u == y modp 
v == y modq 

{ u == -y mod p 
v == -y modq 

{ u == y modp 
v == -y mod q 

{ u == -y modp 
v == y modq 

giving x == y mod pq, 

giving x == -y mod pq, 

giving x == Z mod pq, say, 

giving x == -z mod pq. 

Thus, we see that if N = pq, the congruence x 2 == y2 mod N has one more pair 
of solutions x == ±z mod N than the trivial pair x == ±y mod N. This fact can now 
be used to find the factorization of N = pq. First, we need to find a non-trivial 
solution to x 2 == y2 mod N. Since x 2 - y2 = (x + y)(x - y) == 0 mod pq, and 
x + y or x - y is not divisible by both p and q (remember, the combinations where 
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one of x + y or x - y is divisible by both p and q lead to the trivial solutions !), 
then one of x + y and x - y must be divisible by p and the other by q. The factor 
p (or q) can be extracted by using Euclid's algorithm on x + y and N. 

If N has more than two prime factors, the method still works in a similar way 
since the above reasoning can be applied to one of the prime factors p and the 
corresponding cofactor q = N / p, which in this case will be composite. 

To summarize the use of Legendre's congruence for factorization: Find a 
non-trivial solution to the congruence x 2 == y2 mod N. Compute a factor of N as 
the GCD(x - y, N) by means of Euclid's algorithm. 

Several very important factorization methods, old as well as modem, make 
use of Legendre's congruence. They differ only in the way in which a solution to 
x 2 == y2 mod N is found. As examples, we can mention the method of Fermat 
already discussed (a solution to x 2 - y2 == 0 mod N is obtained if we have a 
representation of k· N as x 2 - y2), Shanks' method SQUFOF, Morrison-Brillhart's 
continued fraction method and the number field sieve. Although these methods 
use very different factorization algorithms, fundamentally they are all based on 
Legendre's idea. Also Euler's method, discussed in the next sub-section, will be 
shown to rely upon Legendre's idea. 

Euler's Factoring Method 

This method is special because it is applicable only to integers which can be written 
in the form N = a2 + Db2 in two different ways (for the same value of D). It 
depends on a famous identity given by Lagrange: 

This identity shows that a product of two integers, both of the form a2 + Db2 , is itself 
an integer of the same form, and that this product has two different representations 
as r2 + Ds2. Euler proved the converse: If N has two different representations as 
r2 + DS2, N = a2 + Db2 and N = e2 + Dd2, with GCD(bd, N) = I, then N can 
be written as a product of two numbers of this same form. The factors of N can 
be found in the following manner. Start by 

(5.5) 

Thus we have a case for Legendre's congruence and the factors of N are found as 

GCD(N, ad - be) and GCD(N, ad + be). (5.6) 

The algorithm for finding two different representations of N as r2 + Ds2 is 
completely analogous to the algorithm used in Fermat's method. However, since 
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not all integers have even one representation as r2 + DS2 (a necessary condition 
for this is that - D is a quadratic residue of all prime factors of N appearing with 
an odd exponent, but often even this is not always sufficient), the search for a 
second representation is normally undertaken only for integers already possessing 
one known representation in the form r2 + Ds2. If D > 0 this will take, at most, 
L J N / D J steps, as in this case Ds2 must be < N and thus there are, at most, 
L J N / D J possible values for s. We demonstrate the algorithm on an 

Example. N = 34889 = 1432 +10.382• The search for a second representation of 
N as r2 + lOs2 starts as follows: Put z = r2 = N -lOs2 with So = L J N /10 J = 59, 
and Zo = N - IOsJ = 34889 - 34810 = 79. The computation runs as below: 

s 1O(2s - 1) z s 10(2s - 1) z 
59 1170 79 45 890 14639 

58 1150 1249 44 870 15529 

57 1130 2399 43 850 16399 

56 1110 3529 42 830 17249 

55 1090 4639 41 810 18079 

54 1070 5729 40 790 18889 

53 1050 6799 39 770 19679 

52 1030 7849 38 750 1432 

51 1010 8879 37 730 21199 

50 990 9889 36 710 21929 

49 970 10879 35 690 22639 

48 950 11849 34 670 23329 

47 930 12799 33 650 23999 

46 910 13729 32 630 1572 

Thus, N is also = 1572 + 10.322 , and (5.6) gives the two factors 

GCD(N, ad - be) = GCD(34889, -1390) = 139 

and 
GCD(N, ad + be) = GCD(34889, 10542) = 251. (5.7) 

Gauss' Factoring Method 

Though quite complicated, Gauss' factoring method [2] is very important because 
it is the basis of many sieving methods for factorization. Such methods have been 
in use for over 150 years of computing by hand and by desk calculator and have 
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yielded many factorizations. Gauss' method is a sort of exclusion method which, 
by finding more and more quadratic residues mod N, excludes more and more 
primes from being possible factors of N, and so finally reduces the number of 
possible factors so markedly that it is possible to undertake trial division by those 
remaining. The reader who is not familiar with the theory of quadratic residues 
might now wish to study Appendix 3 before proceeding further with this chapter. 

The idea behind Gauss' method of factorization is the following: Since an 
integer a is a quadratic residue of about half of the primes, as described in Appendix 
3 and in Table 22 at the end of this book, the fact that a is a quadratic residue mod N 
will, according to Dirichlet's theorem (2.40), exclude about half of all primes as 
divisors of N. This is because a == x 2 mod N implies a == x 2 mod p for any divisor 
p of N. Thus, by statistical laws, k independent quadratic residues mod N will 
leave about the fraction 2-k of all primes as possible divisors of N. In this way 20 
known quadratic residues will reduce the number of trial divisions necessary by a 
factor of about 220 ~ 1,000,000. 

How can we find lots of quadratic residues? Principallly this is very easy. 
We simply have to square many integers and then reduce the squares (mod N). 
However, since it is a complicated matter to find out which primes are excluded as 
divisors of N based on the existence of a large quadratic residue (compare Table 
22), it would be useful to have a number of small quadratic residues such as the 
ones ready for examination in Table 22. This is achieved by the following trick: 
If a == x 2 mod N, then x 2 - a = kN for some integer k. Letting x be close to 
L./kNJ will give comparatively small values of a; and, since the product of two 
quadratic residues is again a quadratic residue, it is of interest to use only those 
quadratic residues which can be completely factorized by using only small prime 
factors. These quadratic residues can then easily be combined by multiplication 
and exclusion of square factors to yield new quadratic residues. To show how this 
is done, let us consider an 

Example. N = 12 007 00 1. If we confine our search for small quadratic residues 
to representations of kN = x 2 - a for which lal < 50000 and having no prime 
factor of a larger than 100, then we have the following expressions 

N = 34592 + 42320 = x 2 + 24 . 5 . 232 

N= 34612 +28480=x2 +26 ·5·89 

N = 34632 + 14632 = x 2 + 23 . 31 . 59 

N = 34642 + 7705 = x 2 + 5 . 23 . 67 

N = 34652 + 776 = x 2 + 23 . 97 

2N = 48982 + 23598 = x 2 + 2 . 33 • 19 . 23 

2N = 49002 + 4002 = x 2 + 2 . 3 . 23 . 29 

3N = 60032 - 15006 = x 2 - 2 ·3·41 ·61 

5N = 77452 + 49980 = x 2 + 22 . 3 . 5 . 72 . 17 
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8N = 97992 + 35607 = X 2 + 3 . 11 . 13 . 83 

ION = 109572 + 14161 = X2 + 72 .172 

lIN = 114912 + 33930= x2 + 2.32 .5.13.29 

lIN = 114922 + 10947 = x 2 + 3·41·89 

14N = 129642 + 32718 = x 2 + 2·3·7· 19·41 

14N = 129652 + 6789 = x 2 + 3·31·73 

17N=142872 + 648 =x2 +23 ·34 

19N = 151052 - 28006= x 2 - 2·11·19·67 

21N = 158792 + 4380 = x 2 + 22 .3.5.73 

Now we can systematically combine the quadratic residues found to obtain new 
ones: 

ION =x2 + 72 .172 gives a = -1, 

N = x 2 + 24 . 5 . 232 gives a = 5, 

N =x2 + 26 .5.89 gives a = 89, 

17N =X2 +23 .34 gives a = 2, 

N =x2 +23 .97 gives a =97, 

14N=x2 +3·31·73 and 21N=x2 +22 ·3·5·73 give a=31, 

N = x 2 + 23 . 31 . 59 gives a = 59, 

3N = x 2 - 2·3·41 ·61 and lIN = x 2 + 3·41 ·89 give a = 61. 

In summary, we have so far established that the following integers are quadratic 
residues of N: a = -1, 2, 5, 31, 59, 61, 89 and 97. (Primarily we have found 
a = -5, -89, -2, ... , but since -1 is a quadratic residue, we also find the 
corresponding positive numbers to be residues.) 

Now follows the complicated part of Gauss' method, namely to use this 
information in a systematic manner to find a factor of N. Since -1 is a quadratic 
residue of N, only primes of the form p = 4k + 1 can divide N. In addition, because 
2 is a residue, every p that divides N must be of the form p = 8k ± 1. Combining 
these two conditions, we find that only p = 8k + 1 is possible as a divisor of N. 
Using also the quadratic residue 5, which restricts possible divisors to one of the 
four forms p = 20k ± I, ±9, we conclude that p is of the form p = 40k + 1 or 
40k + 9 (since p must be 8k + 1). Now it is no longer practical to proceed by 
deducing the arithmetic forms of the possible divisors of N, because the number 
of feasible residue classes for the larger moduli used will be too big. Instead we 
determine, by computing the value of Legendre's symbol (alp), which of the 
primes of the two forms p = 40k + I and p = 40k + 9 below L ../N J = 3465 have, 
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as quadratic residues, all of the previously obtained a's. As soon as one of the 
values of a is found to be a quadratic non-residue of one of the primes in question, 
then this prime is eliminated as a possible divisor of N and need no longer be 
considered. This procedure excludes about half of the remaining primes for each 
new value of a used. (Note that the values of a must be independent, i.e. if rand s 
have already been used as quadratic residues, then the quadratic residue r s will not 
rule out any further primes!) The computation in our example: proceeds as below. 
The following primes below 3465 of the form p = 40k + 1 or p = 40k + 9 have 
(31/p) = +1: 

p = 41, 281, 521, 769, 1249, 1289, 1321, 1361, 1409, 1489, 1601, 1609, 

1721,2081,2281,2521,2609,2729,3001,3089,3169,3209,3449. 

Among these, (59/p) = 1 for 

p = 41, 281, 521, 1361, 1609, 2081, 2729, 3001, 3089 and 3449. 

Of these (61/ p) = 1 for 

p = 41, 1361, 2729, 3001 and 3089. 

Finally, the quadratic residue 89 leaves as only possible divisor 

p = 3001. 

We also verify that Legendre's symbol (97/3001) = 1. Therefore, if N is not a 
prime, it must be divisible by 3001, and, indeed, N = 3001 ·4001. 

The procedure described above is too tedious in practice to carry through in 
a case of, say, 100 known quadratic residues, and has therefore been replaced by 
another device in the Morrison-Brillhart method, which likewise starts by deter­
mining lots of small quadratic residues of N and breaking these up into prime 
factors. We shall describe this method in detail in the next chapter. 

Legendre's Factoring Method 

Legendre's factoring method is very similar to that of Gauss discussed above. It 
differs only in the procedure for finding small quadratic residues of N. For this 
purpose Legendre introduced the continued fraction expansion of -IN and used the 
relations (A8.31) and (A8.34) on p. 341-342. (In fact, the proof of (A8.31) given 
in Appendix 5 is due to Legendre.) After a sufficient number of small quadratic 
residues have been found, a sieve is constructed, just as in Gauss' method, in 
which each residue annihilates about half of the primes as possible divisors of N.­
Because continued fractions are used for finding quadratic residues, this and certain 
related methods are sometimes called continued/racrion methods for factorization. 
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The Number of Prime Factors of Large Numbers 

Before we proceed with our description of the factoring methods, we require in­
formation about what we can expect when we attempt to factorize a large unknown 
number. This information has to be drawn from the theoretical parts of number 
theory. We begin by introducing the function w(n), the number of different prime 
factors of n. This function has the so-called average order In In n, meaning that 

L w(n) = x In Inx + BJx + o(x), (5.8) 
n~x 

where the constant B J has the value 

BJ = Y + ~ (In (1 - ~) + ~) = 0.2614972128.. . (5.9) 

Proof. 

Lw(n) = LL 1 = L l~J = L ~ + O(Jl'(x)). 
n::;x n::;x pin p::;x P p::;x P 

(5.10) 

Now, I:p::;x 1/ p can be evaluated by taking logarithms of both sides in Mertens' 
formula on p. 66, yielding 

( 1) 1 1 LIn 1-- =-L--L2"2-,,·=-y-Inlnx+o(I). 
p::;x p p::;x p p::;x p 

(5.11) 

Since the sums I:;2 p-2, I:;2 p-3, ... , all converge, this can be written as 

where 

1 L - = In lnx + BJ + 0(1), 
p::;x P 

BJ = Y + t (In (1 - ~) + ~) . 
p=2 P P 

(5.12) 

(5.13) 

After these preliminaries we shall give the following useful theorem, which gen­
eralizes the Prime Number Theorem, eq. (2.5) on p. 43: 

Theorem 5.1. The number Jl'k (x) of integers::: x which have exactly k ~ 2 prime 
factors, all different, is 

6 x (lnlnx)k-J 
Jl'k(X) '" Jl'2 lnx' (k _ 1)! = Jl':(x), say, (5.14) 
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when x 4 00. We do not prove this theorem, but refer the reader to [2']. 

It follows from the Theorem that integers having many prime factors (so­
called smooth numbers) are rare. A computation shows that in the vicinity of 
N = 1 OUlO, numbers having 15 prime factors or more are quite rare indeed, only 
0.15% fall in this category.-The factor 6/rr2 stems from the requirement that all k 
prime factors are supposed to be different. This particular factor creeps in, because 
the number of square-free integers below x is '" 6x/rr2, as x 4 00. See [3]. 

Remark. The approximations 7r;(x) to 7rt(x), implied by (5.14), are not unifonn for alI k 

and alI x. Uniformity occurs only for smalI k = o(ln Inx) and for k in the neighbourhood 
of the value Inlnx, k = (I + o(I»lnlnx. 

Another useful theorem, whose proof can also be found in [3], is 

Theorem 5.2. The "normal" number of different prime factors of N is about 
In In N 

This is due to the fact that the function rr;(N), for a fixed value of N, has 
its maximal value for k :::::: In In N. The theorem is based upon the fact that the 
average order of w(n) is In In N-We must here define the significance of the 
word "normal" in the theorem. It means that the number of prime factors of 
almost all integers about N is between 

(l-€)lnlnN and (l+€)lnlnN, 

for every € > O. And almost all integers means a fraction of all integers as close 
to 1 as we wish.-Of course, this set of integers will depend on € and on how close 
to 1 we decide to approach. 

How Does a Typical Factorization Look? 

From Theorem 5.2, we can draw conclusions about "typical" factorizations of 
integers. The reader must be warned here that the reasoning is not at all rigorous, 
but rather is a heuristic argument.-Since an integer of size N has about In In N 
prime factors, suppose these are arranged in increasing order of magnitude: 

N = Ps(N)Ps-l(N) ... P2{N)P{N) with Ps{N) s Ps-l s··· S P{N). 

How large ought P(N) typically to be? How large ought N / P{N) typically be? 
As N / P{N) has only s - 1 prime factors, we have 

N 
s - 1 :::::: In In -- = In(ln N - In P{N)) = 

P(N) 

= In In N + In I - = s + In 1 - . ( In P(N)) (In P(N)) 
InN InN 
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This leads to the estimation 

In 1- ~-1 ( In peN») 
InN 

or 1 _ In peN) ~ _, 
InN e 

typically giving 

InP(N) ~ (1- ~)lnN =0.632InN. (5.15) 

In the analysis offactorization algorithms (5.15) is frequently re-written in the still 
less stringent form 

(5.16) 

Since In N is proportional to the number of digits of N, the following result 
seems plausible: 

"Typically" the largest prime factor peN) of an integer N has a length in 
digits being about 63% of the length of N, i.e. log peN) ~ 0.63 log N. The second 
largest prime factor is expected to have a length of 63% of the remainder of N, 
i.e. log P2(N) ~ 0.23 log N, and so on. 

Remark. We have to be very careful when applying this result. As a matter of fact, there are 
hardly any integers to which it applies to the full extent. But it shows the general tendency. 
Please take a good look at factor tables oflarge numbers, and remarkably you wiJI find many 
instances where the factorizations do indeed look a little as this rule of thumb predicts, e.g. 

2'16 + 1 = 641 ·6700417· 184467440694145 8432l. 

The principal value of the rule is, of course, not to predict the general appearance of 
factor tables, but rather to aid in finding good strategies for factoring large integers. Since in 
many factoring methods the size of the second largest prime factor determines the amount 
of computing work needed before the integer is completely factored, it is of some help to 
know that we typically have to expect this factor to be about No.23 ._It is also of value to 
know that integers consisting of many prime factors are rather scarce, contrary to what is 
frequently believed. 

It is because of the consequences of this rule that, in analyzing Fermat's factoring 
method on p. 148, we dared to introduce the term "ordinary case" for a number N with its 
largest factor of about the size N ~ , which is close to No.63 • 

The Erdos-Kac Theorem 

A beautiful theorem, from which further information on the distribution of prime 
factors of large numbers can be drawn, is 

Theorem 5.3. The Erdos-Kac Theorem. Denote by N(x, a, b) the number of 
integers in the interval [3, x] for which the inequalities 

wen) -In Inn 
a< Sb 

- .Jln Inn 
(5.17) 
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hold, where w(n) is the number of different prime factors of n. Then, as x ~ 00, 

b 

N(x, a, b) = (x + o(x» ~ f e-t2 / 2dt. (5.18) 

a 

A stringent proof is quite complicated and we have to refer the reader to [4]. A 
heuristic argument for (5.18) can be found in Kac's own little book [5]. The Erdos­
Kac Theorem reflects the fact that the function w(n), the number of different prime 
divisors of n, may be written as a sum of statistically independent functions Pp (n), 
defined by 

pp(n) = {~: if pIn 
if p1n. 

(5.19) 

This suggests that the distribution of values of w(n) may be given by the normal 
law in statistics, which is indeed the case.-Another way of describing this is to 
say that n (N) - 1 can be approximated by a normally distributed random variable 
with mean In In N and standard deviation J In In N, when N is large. See [6], 
p. 345-346, where a proof is given that the variable n (N) -. 1.03465 ... has the 
statistical properties just mentioned. 

Remark. In theorems 5.1-5.3 it does not really matter if the total number n (N) of prime 
factors of N is considered rather than the number weN) of different prime factors. That the 
distinction between n(N) and weN) makes no importance in these theorems follows from 
the fact that the number of integers m :::: x for which n (n) - w(n) >- (1n In x) 1/2 is o(x). as 
proved in [3]. 

A brief account of a more detailed theory, leading to more precise results will 
be given on pp. 161-163. 

The Distribution of Prime Factors of Various Sizes 

Finally, we shall prove some theorems on the distribution of various sizes of prime 
factors of large numbers. We commence by 

Theorem 5.4. The prime factors p of numbers chosen at random in a short 
interval about a sufficiently large number N are such that the variable In In p is 
approximately equally distributed. More precisely: the number of prime factors 
p of integers in the interval [N - x, N + x] such that 

a < Inlnp < b 

is proportional to b - a if b - a as well as x are sufficiently large as N ~ 00. 

Proof. Since the presence of multiple prime factors complicates the proof. we 
shall first assume that every prime factor p of a number M is counted only once. 
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regardless of its multiplicity in M. Subsequently, we shall indicate how to modify 
the proof if, instead, the multiplicity of p is counted. 

Now in the interval [N - x, N + x] containing 2x + 1 integers, there are 
between 

2x +2 
---1 and 

p 

2x 
-+1 
p 

multiples of p, dependent on where these multiples happen to occur. This is 
2x / p + 0 (1). Thus, the number of events of a prime p between u and v occurring 
as a factor of one of the numbers in [N - x, N + x] becomes 

f(u, v, x) = L (2X + 0(1») . 
U:5cp:5c v p 

(5.20) 

Using (5.8), we immediately find 

f (u, v, x) "oJ 2x (In In v - In In u), (5.21) 

if x is supposed to be sufficiently large, compared with u and v. Substituting 
In In u = a and In In v = b, we have a < In In p < band f(u, v, x) becomes 
"oJ 2x(b - a), thus proving the theorem. 

We have promised the reader to indicate how this proof could be adapted to 
the case where each prime factor is counted by its multiplicity. In this situation the 
number of prime factors p of numbers in [N -x, N +x] is no longer2x/p+ 0(1), 
but rather 

-+-+-+···+0 - . h h h (~N) 
P p2 p3 Inp 

(5.22) 

Since 2x Lp p-s < 2x Ln n-s is convergent for s > 1 while Lp 2x / p is 
divergent-as can be seen by taking x » v in the asymptotic formula for f (u, v, x) 
just found-the new terms in the series (5.22) cannot replace 2x In In v as the dom­
inating term of the result. The term 0 (In N / In p), however, gives rise to an error 
term of the order of magnitude of 

v+O v+o 1drr(t) o (In N)j In N o (In N) -- = drr(t) = - O(v - u). 
In t In ~ In~ 

(5.23) 

u-o u-o 

Here u < ~ < v and we have used the mean value theorem for Stieltjes integrals 
(Theorem AI1.3 on p. 372). The expression (5.23) surpasses the previous error 
term by a factor of In N / In ~ in magnitude. Therefore in this case x must be just a 
little larger than previously in order for this new error term to be small compared 
with the dominant term. 
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Dickman's Version of Theorem 5.4 

A related result, due to Dickman, see [7], is the following: 

Theorem 5.5. Dickman's Theorem. The probability of a number N chosen at 
random having a prime factor between N a and Na(lH) is approximately = 8, 
independent of the magnitude of a, if 8 is small. 

To see that Dickman's theorem is equivalent to Theorem 5.4 above, consider 
the number of prime factors of a number N chosen at random in the interval 
[Na , Na(l+~)] which, according to Theorem 5.4 is 

In In Na(IH) - In In N a = In(l + 8) ~ 8, 

i.e. independent of a. Thus, the length of the interval [Na , Na(IH)] is such that 
the average number of prime factors of numbers about N, faning in this interval, 
will be precisely 8, showing that Theorem 5.4 is only a different formulation of 
Dickman's result. 

For future reference we also give the following slight variation of the earlier 
mentioned Theorem 5.2: 

Theorem 5.6. The "typical" number of prime factors :s: x in sufficiently large 
numbers N is about In In x. 

Proof. Just as theorem 5.2 follows from the fact that the average order of w(n) for 
the interval [3, NJ is In In N, the present Theorem is equivalent to the fact that the 
average order of w(n) in [3, x] is In In x. 

Exercise S.2. Statistics on prime factors. Collect some statistics on the size of the prime 
factors p of large numbers N by counting the number of cases for which In In p falls in 
various intervals of length 0.2, e.g. 0.2k < In In p < 0.2(k + I), k == 1, 2, 3, ... ,10. In 
producing these statistics, utilize the computer program for factorization by trial division, 
mentioned on pp. 143-144, to factor WOO consecutive integers of the size about 106, 107 

and 108• Compare your results with those predicted by Theorem 5.4. 

A More Detailed Theory 

The theory sketched above for the distribution of the prime factors of large numbers 
is very simple and yields sufficiently accurate results to be useful in estimating 
running times of various factorization algorithms. There exists, however, a more 
detailed and slightly more precise theory by Knuth and Trabb-Pardo, given in 
[6], by which the average size of the logarithm of the largest, second largest, 
third largest etc. prime factors of N have been calculated rigourously instead of 
intuitively, yielding the mean value of In P(N)/ In N and In P2(N)/ In N as 0.624 
and 0.210 for the largest and second largest prime factor, respectively, as compared 
to our values 0.632 and 0.233. This more accurate theory is, however, much more 
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elaborate and complicated, and we can only briefly touch upon it here and must 
refer the reader to [6] for a more detailed account. 

The Size of the kth Largest Prime Factor of N 

The problem of determining the distribution of the kth largest prime factor of 
large numbers N is, as is often the case with mathematical problems, very much 
a question of posing the "correct" problem, i.e. of formulating a problem which 
admits a reasonably simple solution. In this case, the correct question to ask is: 
What is the proportion Pk (a) of numbers whose kth largest prime factor Pk (N) is 
smaller than N 1/a ? 

It turns out that the functions Pk(a) can be expressed in terms of the so-called 
polylogarithm functions Lk(a), defined recursively by 

Lo(a) = {~: for a ~ 0 
for a> 0 

{

a 0, 

L (a) - f dt 
k - k Lk-I(t-l)t' 

for a ~ k 

for a::: k. 

It is easy to see that the first two of the functions Lk (a) are 

and 

LI(a) = {I 0, 
na, 

rx 

for a ~ 1 
for a::: 1 

f In(t - l)dt 
L2(a) = , 

t 
for a::: 2. 

2 

Now, the functions Pk (a) can be expressed by means of the relations 

1 - P2(a) = 

1 - P3(a) = 
L2(a) - 2L3(a) + 3L4(a) - 4L5(a) + .. . 

L3(a) - 3L4(a) + 6Ls(a) - .. . 

(5.24) 

(5.25) 

(5.26) 

(5.27) 

The function P2 (a) is of particular interest in factorization. This is because 
of the existence of a whole class of factorization algorithms which yield the prime 
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factors of a number N in approximate order of magnitude. If factors discovered 
are always removed, and the co-factors tested for primality. then such algorithms 
will terminate as soon as the second largest factor has been found. Thus, the 
distribution of the size of the second largest prime factor of large numbers N is 
essential when the average running time of these algorithms is to be estimated.­
We conclude this sub-section by providing a small table of the functions PI (ex) 
and P2(ex) as well as a graph of the distribution functions FI (x), F2(X) and F3(X) 
for the largest, the second largest and the third largest prime factors, respectively. 
Both the table and the graph are reproduced from [6]. 

Distribution of largest and second largest prime factors 

01 PI (01) P2(0I) 

1.5 0.5945348919 1.00000 00000 
2.0 0.30685 28194 1.00000 00000 
2.5 0.1303195618 0.9533897063 
3.0 0.04860 83883 0.85277 93230 
3.5 0.0162295932 0.73348 11652 
4.0 0.0049109256 0.6236810600 
4.5 0.0013701177 0.53365 25720 
5.0 0.0003547247 0.4632221870 
6.0 0.0000196497 0.3652177517 
7.0 0.0000008746 0.3017860103 
8.0 0.0000000323 0.2574357108 
9.0 0.0000000010 0.2245921627 

'.0 / 
/ 

.' 
/ 

/ 

~ 0.8 
. F3(x) 

"" L.L. 

>' 0.6 
~ 
...J 

F2(x) F,(x) 
CD 
<{ 0.4 
CD 
0 
cr: 
Cl. / 0.2 . / 

l:/< / 

/ 
~// 

00 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90 1.00 

Distribution of the three largest prime factors of a random integer. 
For example, the probability that the largest factor P(N) < NO. 44 is 20%. 
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Smooth Integers 

Integers with all their prime factors small are called smooth integers. If all prime 
factors of an integer are ~ some limit z, this integer is called z-smooth. The occur­
rence of smooth integers is of utmost importance for several modem factorization 
methods, such as the quadratic sieve and the number field sieve. The optimiza­
tion strategy for these methods demands some estimate of the number 1/1 (x , z) of 
z-smooth integers up to x, since the running time of an implementation of the 
method depends on the supply of smooth integers. 

How many z-smooth integers below x are there? We are looking for integers 
which are products of primes Pi, all less than z, with n Pi ~ x, i.e., with I: In Pi ~ 
Inx. Since I:p~z In P ~ z, see (2.6A), and the number of primes ~ z, Jr(z) ~ 

z/ In z, the average value In P of In P for P ~ z is 

- Inz" 
Inp ~ - L.."lnp ~ Inz. 

Z p~z 

Thus we expect the average number of terms in I: In Pi ~ In x to be about u = 
Inx/ In z. Thus a z-smooth number ~ x contains about u prime factors, and these 
can be picked out from Jr(z) primes in about 

( Jr(Z») ~ (Jr(z»" 
u u! 

different ways, since Jr(z) is large. Using the value of u above and Stirling's 
formula for In u!, we find 

In 1/1 (x, z) ~ u In Jr(z) - u In u + smaller terms ~ In x - u In u. (5.28) 

If this is rewritten as 1/1 ~ xu-u , we see that (5.28) implies that the proportion 
as z-smooth numbers below x is u-u , with u = In x j1n z. This approximation is 
often sufficiently accurate to estimate the running times of computer programs, 
which depend on the supply of smooth integers.-Because of the crude estimates 
made, this formula is, however, not quite as accurate as it could be. A more careful 
analysis [8] shows that, for z < Vi, 

In 1/1 (x, z) ~ In x - u (In u + (I + I: u) (In In u _ I) + c (I~~: u ) 2) , 
(5.29) 

for some absolute constant C. Our crude estimate coincides with the two leading 
terms of this result.-Because of the inequality sign we have a supply of smooth 
numbers, which is at least this large.-For future reference, we shall give an 
important particular case, namely 

(5.30) 
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If we introduce the function 

L(x. u. v) = ev1nu x(lnlnx)'-U = XV(lnlnx/lnx)'·-u. (5.31) 

then z in (5.30) is = L(x. t. a), and (5.30) can be transfonned to 

xz 1 1 
t/f(x, z) ~ L(x, 2' a + 2)' as x ~ Cle. (5.32) 

a result. which is quite frequently used in running time analyses of those factoriza­
tion and prime proving methods. which depend on the use of smooth numbers.­
See e.g. [8'). 

Searching for Factors of Certain Forms 

It is sometimes known that the factors of a composite number are of a certain 
mathematical fonn. The number may. e.g. have the fonn N = 6a2 - b2 with 
(a, b) = I, and hence we know that 6 is a quadratic residue of N, implying that all 
prime factors of N (if N can be factorized) take either of the fonns p = 24k ± 1 
or p = 24k ± 5. (See Table 22.) Several of the methods for factor search can 
quite easily be modified to take advantage of such a situation. In the method of 
trial division for instance. described on p. 142. it is quite simlPle to generate trial 
divisors of a given linear fonn and no others. Just set the initial values p1: =-5 j 
p2: =1 j d1: =14 j and d2: =2 j and in the division loop write 

d1:=24-d1j d2:=24-d2j p1:=p1+d1j p2:=p2+d2j 

subsequently checking whether N is divisible, first by p1 and then by p2. 

Exercise 5.3. An alternative to the above construction is to write four division statements 
in the program loop. Try this (compare with the computer program TrialDi vision on 
p. 143). 

Later we shall briefly hint at how several of the more important factorization 
methods can be modified to use shortcuts when the factor has the fonn p = 2kn + 1 
and where n is a given integer. and k = I, 2, ... To indicate the importance of this 
case, we give 

Legendre's Theorem for the Factors of N = an ± bn 

It has long been known that. under certain conditions, the prime factors of N = 
a P ± bP (p being an odd prime), all have the form 2kp + 1. This result has been 
generalized by Legendre, who proved 

Theorem 5.7. Legendre's Theorem. All prime factors p of the number N = 
an ± bn, with GCD(a. b) = 1, have the fonn p = kn + 1. aparlt from those which 
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divide the algebraic factors of the form am ± bm, m < n, of N (see Appendix 6). 
Moreover, disregarding the prime p = 2 and the case a2n - b2n , the prime factors 
of N take the form p = 2kn + 1. 

Proof. Suppose an ± bn == 0 mod p, where p is prime and GCD(a, b} = 1. First 
we deduce that GCD(a, p) = GCD(b, p) = 1, because if a == 0 mod p, then 
the congruence would give b == 0 mod p, and thus, contrary to the assumption, 
GCD(a, b) would be divisible by p. Since p is a prime, a, b as well as alb are 
in the field Zp of primitive residue classes mod p. Thus, the congruence may be 
divided by bn to give 

(~r == xn == =t=1 mod p, 

with x a number in the field Zp. Suppose also that x belongs to the exponent d 
modp. We know from Fermat's theorem that dip-I, so we can putd = (p-l)1 k. 
But xn == ± 1 mod p then implies that n = 1 . d = 1 (p - 1)1 k, in the case 
N = an - bn, and that n = (21 - l}dl2 = (21- l)(p - 1)/(2k} in the case 
N = an + bn. Here I is a positive integer. (In the latter case, d must obviously be 
an even number.) Hence, we immediately have 

i.e. ad - bd == 0 mod p 

and 
d a 4. d d 

x 2 ==(b")2==-lmodp, i.e. a 2 +b2 ==Omodp 

respectively. If 1 > I, i.e. if d < n, or d 12 < n, then the algebraic factor ad - bd of 
an - bn or ad/2 + bd/2 of an + bn contains p as prime factor, a case that has been 
excluded from the theorem. Thus, I must be = 1 and n must be = (p - I) I k or 
= (p - 1)/(2k}, in the respective cases, and thus we finally arrive at the result 

{ p = kn + 1 
p = 2kn + 1 

in the case N = an - bn 

in the case N = an + bn • 

If n is odd in the expression kn + I, then k must be even in order for kn + 1 to be odd. 
Therefore, excepting the prime p = 2 and the case a 2n - b2n = (an - bn)(an + bn), 
the prime factors of an ±bn have the form 2kn + I.-The requirement of excluding 
those factors which are already factors of the algebraic factors of N does not reduce 
the practical applicability of the theorem. The algebraic factors can be considered 
in advance, and all the prime factors of those, which are called algebraic prime 
factors of N, are divided out before what remains of N is searched for factors of 
the specific form 2kn + I. These last factors are called primitive prime factors of 
the number N. 

Please note that the algebraic factors as such may not be the only divisors of 
N which are not of the form 2kn + I. It could happen that a prime factor of an 
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algebraic factor Q of N divides N with greater multiplicity than it divides Q. We 
provide here a few simple examples of this phenomenon: 

N 

23 + 1 

HY -1 

Q 

2+1 

10 - 1 

N/Q 

3;66k+l 

3·37 

This possibility renders it extremely important to check for multiple factors of any 
p found to divide N. Neglecting this could lead to mistakes concerning the form 
of the possible prime factors of the remaining cofactor. 

When N is large, the amount of work required in searching for a factor is 
considerably reduced by applying Legendre's theorem. A famous illustration of 
this is Euler's factorization of the Fermat number F5 = 22s + 1 = 232 + 1 = 
641 . 6700417. The Fermat numbers Fn = 22" + 1 lack algebraic factors, a fact 
that was already recognized by Fermat himself, who invented them in the hope 
of constructing only primes. At the beginning of the series Fermat was fortunate, 
as Fo, FI, F2, F3 and F4 are all primes. For Fs the theorem of Legendre states 
that all factors are of the form 64k + 1. Dividing Fs by these primes, which are 
193, 257, 449, 577, 641, ... , the factorization of F5 is very soon discovered. It 
is easy to verify that the cofactor 6700417 is also a prime! Merely extend the 
computation by dividing the cofactor by 

641, 769, 1153, 1217, 1409, 1601 and 2113 

in tum, i.e. by all primes of the form 64k + 1 below .J67(10417 = 2588.52. 
Since none of these divisions results in a zero remainder, the cofactor must be a 
prime! (Actually it is possible to prove, by using the theory of quadratic residues, 
that every prime factor of F5 has the form 128k + I, a fact which eliminates the 
divisions by 193, 449, 577, 1217, 1601 and 2113. Also the factor 257 = F3 can 
be eliminated, since no two Fermat numbers Fn and Fm have a common divisor, 
so the first trial is by 641.) 

As another example on the use of Legendre's theorem, we shall factor 

N = 3105 _ 2105. 

The algebraic factorization of a 105 - b lO5 , according to formula (A6.29) on p. 308, 
IS: 

(a 35 _ b35 )(a21 _ b21 )(a I5 _ bls) 
a lO5 _ blO5 = (a - b)x 

(a7 - b7 )(a5 - b5)(a3 - b3) 

xan irreducible cofactor. 

Instead of making quite complicated algebraic deductions from this formula, test 
all the factors of 

3 - 2, 33 - 23 , 35 - 25, 37 - 27 , 315 - 215 , 321 - 221 , 335 - 23S 
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for multiplicity in N. The remaining cofactor must possess factors all having the 
form p = 210k + 1. Here follows the computation: 

N = 125236737537878753401295235325742628418717625274211, 

33 - 23 = 19, N /19 = Nl = 

= 6 591407238835723863226065017144348864143032909169, 

35 - 25 = 211, Nd211 = N2 = 
= 3123889 68665200 18309128270223432933005417217579, 

37 - 27 = 2059 = 29·71, Nz/(29· 71) = N3 = 

= 1517 18780313 35608697 97390491 66745667 82621281, 

315 - 215 = (33 - 23)(35 - 25).3571, N3/3571 = N4 = 

= 42486356 85056177 176693896644266190642011, 

321 - 221 = (33 _ 23)(37 _ 27) . 267331, 

pl267331 =} P = 42k + I, 267331 = 43·6217, 

N4 /(43· 6217) = N5 = 1589279090362201606 50799819 11062281, 

335 - 235 = (35 - 25)(37 - 27) .115160837611, 

p1115160837611 =} P = 70k + I, 115160837611 = 6091·18906721, 

N5/(6091 . 18906721) = N6 = 138005169407555257322971. 

At this point we have eliminated all algebraic factors of N. Testing each of the 
primes found for mUltiplicity, we observe that there are no mUltiple factors in this 
case. Therefore, all the prime factors of the cofactor N6 must be of the form 
210k + 1. Using this result, we obtain by trial division 

N6 = 11971 ·722611 . 15953660849491, 

thereby completing the prime factorization of N. 

Remark. Another method of finding all algebraic factors of N = an - bn is to apply 
Euclid's algorithm in order to compute GCD(am - bm , an - bn) for all min. When a factor 
has been found and removed, the GCD computation is repeated with the same value of m 
until no more factors emerge. This procedure will ensure that all multiple factors of N 
are discovered. Only after this has been accomplished for a certain value of m does the 
computation proceed with the next m. For the value of N considered above, this computation 
successively yields: 

GCD(33 - 23, N) = 19, 
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GCD(3S - 2s, N1) = 211, 

GCD(37 - 27, N2 ) = 2059, 

GCD(3 IS - 21S , N3) = 3571, 

NI/211 = N2 , 

Nz/2059 = N3, 

N3/3571 = N4 , 

GCD(211, N2 ) = I. 

GCD(2059, N3 ) = I. 

GCD(3571, N4 ) = I. 

GCD(321 - 221 , N4 ) = 267331, N4/267331 = Ns, GCD(26733 1 , Ns) = I. 

GCD(33S - 23S , Ns) = 115160837611, Ns/1I5160837611 = N6 , 

GCD(l15160837611, N6 ) = I. 

where the factors found, viz. 19, 211, 2059, 3571, 267331, 115160837611 and N6 must 
be decomposed into prime factors or verified for primality in a manner similar to that 
demonstrated above. 

Adaptation to Search for Factors of the Form p = 2kn + 1 

Some factorization methods discussed in this book can easily be adapted to run 
faster on computers if the factor searched for is of the form p = 2kn + 1, 
k = 1, 2, 3, . " However, other methods do not take any advantage of the par­
ticular form of the divisors of N. This is of importance in the choice between the 
different factorization methods, as we shall see when discussing strategies for the 
factorization of large numbers. 

Adaptation of Trial Division 

There is a fairly obvious adaptation of the trial division to the case p = 2kn + 1. 
Just as in ordinary trial division, it is usually not worthwhile to first sieve out the 
primes p = 2kn + 1 and then divide only by these, but rather to divide N by all 
integers 2kn + 1. except possibly those divisible by 3. Thus, if 31n then divide N 
by all integers of the form 2kn + 1. On the other hand if 31 n then. since 316n + 1. 
either 2n + 1 or 4n + 1 must be divisible by 3. Check which and denote the 
other of these two integers by pl. Denoting 6n by n6, the computer will generate 
the divisors which are of the form 2kn + 1 and not divisible by 3 if we write the 
program code 

p :=1; d:=p1-1; 

prior to the division loop. and in the loop let 

p:=p+d; d:=n6-d; 

Taking an example, suppose we are searching for factors of the Mersenne numbers 
Mp = 2P - 1 with p around 100,000. With the described shortcut we can then 
easily reach the search limit 235 for p. The number of trial divisions will be 
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235 1(3p) ~ 235 /3. lOS ~ 115000, taking a few seconds of computing time on a 
fast computer if the division is programmed as a reduction mod p of a power of 2, 
as in Fermat's compositeness test on p. 87. 

Exercise 5.4. Factor search of a" ± b". Carry out the adaptation hinted at above of the 
computer program for trial division from Exercise 5.1 on p. 145. Decide on a reasonable 
value for the search limit G, depending on n. Check your program by applying it to some 
of the integers given in Tables 7-10. Use the program to search for factors of 11" ± 4", for 
as high values of n as your program can handle. 

Adaptation of Fermat's Factoring Method 

One of the advantages of Fermat's method is that it can very easily be adapted 
to cases where different conditions are imposed on the possible prime factors of 
N. Like trial division, Fermat's method runs n times faster than usual if the form 
p = 2kn + 1 is introduced directly into the calculations. However, due to the 
simplicity of the method, it is actually possible to do much better than that. As a 
matter of fact, Fermat's method can be speeded up by a factor of 2n2 if all factors 
of N have the form 2kn + 1. This is based on the following observation: Let 
N = p . q = (2kn + 1)(21n + 1). Then N + 1 = 4kln2 + p + q, and thus 
(p + q)/2 == (N + 1)/2 mod 2n2• Now, since 

p+q p-q 2 2 ( ) 2 ( )2 N = pq = -2- - -2- = x - y , 

this implies that the feasible values of x = (p + q) 12 belong to precisely one 
residue class mod 2n 2 , which reduces the amount of work required by a factor 2n 2• 

In the example quoted earlier in the text on p. 148, the 19-digit number 
N = (1022 + 1)/(89·101) was mentioned. As we know from Legendre's theorem, 
all prime factors of N are of the form p = 44k + 1. Introducing a = 44k + 1 and 
b = 441 + 1 in N = x 2 - y2 we have, by the above reasoning, that 

N+ 1 
x == -2- mod 2 . 222 == 507 mod 968. 

Thus we find that it suffices to let m assume only values of the form 9681 + 507 in 
the factorization scheme. The computation proceeds as follows: 

1022 + 1 
N= 89.101 =1112470797641561909, 

,IN = 1054737312.149 ... , L,JN + IJ2 - N = 1792898060, 

L,JN + IJ = 968·1089604 + 641. 
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Hence, the first possible value which x can take, if x has to be of the form 968t + 507, 
is 968 . 1089605 + 507, and the calculation runs 

t x = 968t + 507 m = 1936(x + 484) z =x2 - N 

1089605 1054738147 204 19739 89616 1761095431700 
06 1054739115 2041975863664 3803069421316 

= 19501462 

Here the third column, (x + 968)2 - x 2 = 1936(x + 484), contains the 
differences between consecutive values of z. The values of m are incremented by 
1936·968 = 1874048.-This time the factorization is found in only 2 steps, or 
roughly 1/968 of the number required when no advantage was taken of the special 
form of the factors. This method of taking advantage of the form 2kn + 1 of the 
factors of N is due to D. H. Lehmer, and is described in [9]. 

Adaptation of Euclid's AJgorithm as an Aid to Factorization 

The adaptation of Euclid's algorithm is also quite obvious. Instead of using the 
products Ps of all primes in the search intervals between gs and Gs , simply ac­
cumulate the products of the primes of the given form(-s) between gs and G s and 
proceed as described previously.-Similarly as before, it is only in a rather specific 
situation that this method proves to be favourable. 
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CHAPTER 6 

MODERN FACTORIZATION METHODS 

Introduction 

The art of decomposing large integers into prime factors has advanced consider­
ably during the last 25 years. It is the advent of high-speed computers that has 
rekindled interest in this field. This development has followed several lines. In 
one of these, already existing theoretical methods and known algorithms have been 
carefully analyzed and perfected. As an example of this work we mention Michael 
Morrison's and John Brillhart's analysis of an old factorization method, the con­
tinued fraction algorithm, going back to ideas introduced already by Legendre and 
developed further by Maurice Kra"itchik, D. H. Lehmer and R. E. Powers. 

The progress achieved in this area is due also to another line of development, 
namely the introduction of new ideas. We shall discuss two of these in connection 
with the continued fraction method, namely the factor base by Morrison and Brill­
hart and the quadratic sieve by Carl Pomerance. Also, several powerful ideas of 
J. M. Pollard have resulted in entirely new methods of factorization, namely the 
rho method and the number field sieve, NFS. The clever use of all of these devel­
opments has resulted in the most efficient practically applicable general methods 
so far implemented for factoring large numbers. The practical upper limit for these 
methods with today's computers is the factorization of integers with "special form" 
of around 150 digits, and of "general integers" having about 120 digits. 

We shall also describe some other of the new methods, Daniel Shanks' square 
forms factorization SQUFOF and H. W. Lenstra's elliptic curve method, ECM. 

Due to the present lively interest in this field, it is not possible at the moment 
to provide a complete overview of all partial results found, nor to give a good 
classification of all the methods used. Nevertheless, despite the risk of this text be­
coming obsolete quite soon, the author has attempted to classify the main methods 
in at least some sort of logical scheme. This will aid in finding a computational 
strategy for splitting large numbers into prime factors. 

Choice of Method 

The choice between the various methods available is not always easy. Firstly, 
there are certain specialJactorization methods (or adaptations of general methods), 
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which are advantageous if the number to be factored has a particular mathematical 
form. If it has not, or if no such method is available on your computer, then one of 
the general factorization methods must be tried. These are of two kinds, namely 
those which find the factors of N in approximate order of magnitude, and those for 
which the computing time does not depend on the size of the factors. It is obvious 
that much computing time may be used up achieving little, if a method of the latter 
kind is applied to a large number having a small prime factor, which could easily 
have been detected by one of the former methods.-The more intricate details of 
how to choose between different methods will be discussed after we have described 
the most important factorization methods. 

PolJard's (p - I)-Method 

1. M. Pollard's (p - I)-method, published in [1], formalized several rules, which 
had been known for some time. The principle here is to use information concerning 
the order of some element a of the group M N of primitive residue classes mod N to 
deduce properties of the factors of N. (See Appendix I for details of the structure 
of MN!) In this method the idea employed is that if p - IIQ then pla Q - I, if 
GCD(a, p) = 1. The assertion follows immediately from Fermat's Theorem A2.8 
on p. 268. Since a P- 1 == I mod p, also a Q == 1 mod p, and thus p can be found 
by applying Euclid's algorithm to a Q - I mod Nand N. 

Well, how can this observation be of any value in factoring N? Would it not 
work equally well to divide N by all primes up to p, as to check if the greatest 
common divisor of a Q - I and N is > I for all Q up to p - I? Yes, it would 
certainly be much faster to perform the trial divisions, but the point is that if we can 
use only a few probable values of Q, then we may gain advantage by carrying out 
the other computation. It is here that Pollard's idea comes into play: suppose that 
p - 1, for one of the factors p of N, happens to have a factorization containing only 
small prime factors; then if we compute GCD(a Q - 1, N) on these comparatively 
rare occasions, i.e., for those integers Q which have many prime factors, we might 
be able to determine p - 1 (or a multiple thereof) rather soon, and thus find a 
relatively large factor p of N with a limited amount of work. 

Now, the original problem has been replaced by the problem of generating 
(multiples of) all integers containing only small divisors. This is actually quite 
easy. You could use the numbers Qk = k!, which contain all primes -s.k, but then 
high powers of the small primes would be over-represented. It is better to utilize 
Qk = PI P2 ... Pk with some additional factors of the small primes appended, in 
order not to miss such p - 1 which are divisible by 4, 8, 9 or other such small 
prime powers. This can be achieved by multiplying Q by an extra factor peach 
time a power of p is passed, when multiplying by the primes Pk. This results in 
Q being the least common multiplier of all numbers up to the limit chosen. 

To arrive at a practical algorithm, proceed as follows: First, generate a list 
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of all primes and prime-powers up to some search limit BI, say 100,000. For 
each prime square, prime cube, etc., write the corresponding prime instead of the 
prime power in question. Divide this list into blocks of suitable length for the fast 
memory of your computer, for instance let a block contain 1000 entries. 

Next, choose a value of a, e.g. a = 13, and compute 

(6.1) 

where Pi is the ith integer in your list of prime-powers. Start the sequence (6.1) 
with bl = a and check GCD(bi - 1, N) periodically, to see whether a factor P 
of N has emerged, e.g. at regular intervals of 100 cycles.-Since a factor P of N, 
once it has been collected in bi - 1, prevails in all the following (bk - l)'s, there 
is no need to accumulate the product of these numbers mod N, as was suggested 
in the first edition of this book. 

How soon will Pollard's (p - 1 )-algorithm determine a factor of N? Suppose 
as usual that 

N = n p~i , and that Pi - I = n q~ij . 
j 

(6.2) 

Let the largest prime-power in the factorization of Pi - 1 be qIJ. Then the factor 
Pi will be obtained as soon as the computation has passed the value qIJ in the list 
of prime-powers used. This means that the factor Pi of N, for which the value of 
qIJ is the smallest for all the factors P of N, appears first, and occasionally very 
large prime factors may be rapidly detected by this method. As examples of this 
we refer to [2], in which the factors 

P = 121450506296081 of 1095 + 1 
and 

q = 267 0091735108484737 of 3136 + 1 

are reported to have been found by the (p - 1 )-algorithm. The factorizations of 
P - 1 and q - 1 are 

P - 1 = 24 . 5 . 13 . 192 • 15773 . 20509 

q - 1 = 27 . 32 .72 .172 . 19·569·631·23993. 

Since all prime factors of P - 1 and q - 1 are small, this explains the success of 
Pollard's (p -I)-method in these cases.-In some of the more.advanced computer 
algebra systems Pollard's (p - 1 )-method is routinely used as one of the algorithms 
in packages performing integer factorization. 

Remark. Even if Pi - 1 has only small prime factors it might still happen that Pi is not 
found because it contains an extremely large power. exceeding the search limit. of a small 
prime.-Also. N might have several prime factors Pi. all detectable by this method. and 
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it may so happen that two or more of these factors are extracted between two consecutive 
computations of GCD( Qn' N). In such a case these factors will appear mUltiplied together. 
They can be separated, in most situations, if the last values of QIOOk and b lOOk have been 
saved. Then one can recompute from this point on, only with more frequent use of Euclid's 
algorithm. Only in the rare case when N has such special structure that several factors are 
found at the same value of i, is the computation a failure. 

Phase 2 of the (p - I)-Method 

If no factor is found up to the search limit B I, there is a quite efficient continuation 
to the (p - I)-method. Suppose, as in (6.2) that 

m m-I n {J'j n {Jij Pi - 1 = qij = Q X qij , 
j=1 j=1 

where only the largest prime factor Q in Pi - 1 exceeds B I • Instead of just raising 
the search limit from BI to B2, say, we continue as follows: Denote the result at 
the end of phase 1 by b. This is a raised to the product of all prime powers below 
BI, reduced mod N. Let {qi} be a list of all primes (in order) between B} and B2, 
starting with the largest prime just below B}. Then, recursively, find the value of 

(6.3) 

and check if GCD(bq'+1 - I, N) > I. Since the differences of consecutive primes 
are all even and remain small, it pays off to precompute a table of b2 , b4 , b6 , ..• , 

bmax(q'+I-q,) mod N, and use these values in the recursion. One cycle in this 
recursion runs a lot faster in the computer than one cycle in (6.1), so in the same 
amount of time the computer can check a much larger interval for p than it can 
during phase I.-As a rule of thumb, a quite efficient balance between phase I and 
phase 2 is achieved, when approximately half the computing time is spent in each 
phase. This means, depending on the implementation, that B2 should be about 10 
to 20 times larger than BI. (The validity of this approach has also something to 
do with the likelihood of success during phase 2, so the mentioned rule of thumb 
could occasionally be misleading.)-Also the prime powers between B} and B2 
could be included in the search. In this case, as opposed to in phase 1, the prime 
power pU itself, rather than just p, has to be inserted in the proper place in the list 
of primes. This is to keep all differences between consecutive numbers in the list 
small.-It also pays off, during phase 2, to accumulate the product of consecutive 
values of bq, - 1 mod N, and then compute the GCD of this product and N at 
regular intervals. This effectively reduces the cost for computing the GCD to one 
multiplikation mod N per cycle. 
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The (p + 1 )-Method. 

A variant of this method, which uses Lucas sequences instead of powers and 
achieves a rapid factorization..u some factor p of N has a decomposition of p + 1 
in only small prime factors, has been implemented by Williams and is described 
in [2]. A problem associated with this method is to find, in an efficient manner, a 
quadratic non-residue such that all the conditions for a working Lucas-sequence 
will be met. The far from obvious solution is due to Brent and Kahan, for which 
we must refer the reader to Williams' paper. Using this algorithm the factor 

p = 22597 4065503889 of 10102 + 1 

was found. Here 

p + 1 = 2 . 5 . 11 . 79 . 401 . 7867 . 8243. 

Pollard's rho Method 

This method is also called Pollard's second factoring method. It is based on a 
"statistical" idea [3] and has been refined by Richard Brent [4]. The ideas involved 
for finding the factor p of the number N are described below: 

1. Construct a sequence of integers {Xi) which is periodically recurrent mod p. 

2. Search for the period, i.e., find; and j such that Xi == Xi mod p. 
3. Identify the factor p of N. 

The first requirement, that of finding a periodic sequence modm, where m is an 
arbitrary integer, is quite easy to fulfil. Consider any recursively defined sequence 
of the following type (s is assumed to be a constant, i.e. independent of i, and F 
is a polynomial): 

Xi == F(Xi_l. Xi-2 • •••• Xi-s) mod m (6.4) 

with given initial values for XI. X2 ••.•• Xs. Then Xs+I, Xs+2, ••• can be computed 
successively by the formula given. However, since all the Xl'!; are given modm. 
there are only m different values that each Xl can take and thus there are, at 
most. mS distinct sequences Xi-I. Xi-2 • •••• Xi-s of s consecutive numbers Xl. 

Thus, after at most mS + 1 steps in the recursion, two identical sequences of s 
consecutive numbers must have occurred. Let us call these Xi-I. Xi-2 ••••• Xi-s 

and Xi-I. Xj-2 • •..• Xj-s. Now. since the definition of the next Xl uses only the 
preceding s values Xl-I. Xl-2 ••..• Xl-So itis clear that, if these sequences of values 
are identical for two different values of k. then the values Xi and Xj' computed 
from these in a similar manner wiH also be the same. Thus. we have two new 
sequences of s identical values. viz. Xi. Xi-I •••. , Xi+l-s and Xi' xi-I ••••• Xj+l-s 

which lead to identical Xi+ I and Xj+ I. and so on. But this means that the sequence 
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{Xi} is periodically repeated, except possibly for a part at the beginning called the 
aperiodic part. 

As a sequel to this somewhat abstract reasoning, let us look at a simple 
example, the Fibonacci sequence mod 11. This sequence is defined by 

Xi == Xi-l + Xi-2 mod 11, with Xl == X2 == 1. 

We successively obtain the following elements of the sequence 

1,1,2,3,5,8,2,10,1,0, 1, 1,2,3, ... mod 11. 

After 10 elements the sequence is repeated. Since this particular sequence is 
repeated from the very beginning, it has no aperiodic part. 

We now proceed to the second step of the algorithm, the search for the period. 
To determine it in the most general case would require finding where a sequence 
of consecutive elements is repeated if the period is long. This is quite a formidable 
task and is ruled out by the large amount of labour involved. In the simplest case, 
however, where Xi is defined by means of Xi-l only and by no other Xk'S, the 
sequence is periodically repeated as soon as any single element Xj is the same as 
a previous one. Therefore, this case requires only a comparison of each new Xj 

with the previous Xi'S to find the period. If the period is very long (several million 
elements), however, it is not feasible to save all the elements and to compare them 
pairwise. Instead, the following technique can be used: 

Suppose the periodic sequence {Xi }mod m has an aperiodic part of length a 

and a period of length I. The period will then ultimately be revealed by the test: 
Is X2i == Xi mod m? This is called Floyd's cycle-finding algorithm. 

Proof. First, if X2i == Xi mod m then the sequence is obviously periodic from 
X2i onwards, possibly even earlier. Conversely, for any periodic sequence with 
period-length I, Xj == Xi mod m for j = i + kl, k = 1,2,3, ... and all i > a 

(i.e., for all elements following the aperiodic part with subscripts differing by a 
multiple of I), there will eventually be an i with X2i == Xi mod m. The first such 
value of i is i = (I + 1) La/I J. If a > I, then this search will reveal the period only 
after several complete periods have passed, but nevertheless the periodicity of the 
sequence will finally be detected. 

Now, how can X2i be compared with Xi without saving all Xi'S? Simply by 
recomputing the Xi's in parallel with the X2i'S. Suppose that Xi+l = I(xi). Then 
this period-finding algorithm may be described by the following computer program 
code: 

x:=xl; y:=f(xl); 
WHILE x<>y DO 
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BEGIN 
x:=f(x); y:=f(y); y:=f(y) 

END; 
{When arriving here x=y and the period is through!} 

Finally, consider the third and last requirement of Pollard's rho method. If 
we have a sequence {Xi} that is periodic mod p, by which means can we find p, 
the unknown factor of N? In the same manner as we did in the (p - I)-method, 
simply by using Euclid's algorithm for finding the greatest common divisor d of 
X2i - Xi mod Nand N. Normally d will tum out to be 1, but as soon as X2; == Xi 

mod p, d will be divisible by p. 

Following these preliminaries, we are now in a position to discuss what an 
efficient factor searching algorithm based on these ideas ought to be like. Firstly, 
the sequence {x;} should be very easy to calculate (especially because it must be 
calculated twice!). Secondly, the period length (or rather the number of steps in 
Floyd's cycle-finding algorithm) should be small. Thirdly, the use of Euclid's 
algorithm should be organized in an efficient manner, so as not to use up too much 
computing time in merely calculating the GCD(N, X2i - X; mod N) = 1. 

Pollard found that in a sequence {x;} of random integers mod p an element 
is usually recurring after only about C..;p steps. This is easy to understand if you 
consider the solution of the so-called birthday problem: How many persons need 
to be selected at random, in order that the probability of at least two of them having 
the same birthday, exceeds 4? 
Solution. The probability that q persons all have different birthdays is 

(1 - _1 ) (1 -~) (1 -~) ... (1 -~) 
3~ 3~ 3~ 3~ 

This expression is < 0.5 when q :::: 23. 

Generalization. How large must q be, in order that at least two randomly chosen 
integers out of q will be congruent mod p with probability > ~? 

Obviously this will be the case if 

The left-hand-side is 

( )
q-I 

~ 1 - 2~ ~ e-q(q-I)/2p 
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This expression is = 0.5, if 

q(q2; 1) = In 2, i.e. if q ~ J2p In 2 + 0.5 ~ l.lS.JP. 

At this point we can describe Pollard's factor-searching algorithm. Instead of 
random integers {x;}, we must recursively compute what is called a sequence 
of pseudo-random integers. The simplest choice would be to select Xi+1 == aXj 

mod p for a fixed value of a. It turns out, however, that this choice does not produce 
numbers that are sufficiently random to give a short period of only C..rp steps for 
{Xi}. The next simplest choice is to take a quadratic expression, say 

Xi+1 == xl + a mod p. (6.5) 

It is an empirical observation that (6.5) possesses the required properties (at least 
if a is neither 0 DOr -2) but this has not been proved so far. 

How shall we effect the search for p with Euclid's algorithm on X2i - Xj 

mod Nand N in each cycle? The trick is to accumulate the product 

j 

Qj == n (X2j - Xj) mod N, 
j=1 

(6.6) 

and apply Euclid's algorithm only occasionally, e.g. when i is a multiple of 100. 
In this way, the burden of using Euclid's algorithm is, in practice, reduced to one 
multiplication and one reduction mod N per cycle. 

A Computer Program for Pollard's rho Method 

The following is an outline of a computer program for what we have so far discussed 

PROGRAM Pollard 
(Input, Output) ; 
LABEL 1,2; 
VAR a,x1,x,y,Q,i,p,N : INTEGER; 

FUNCTION Euclid(a,b : INTEGER) : INTEGER; 
{Computes GCD(a,b) with Euclid's algorithm} 
VAR m,n,r : INTEGER; 
BEGIN m:=a; n:=b; 

WHILE n <> 0 DO BEGIN r:=m HOD n; m:=n; n:=r END; 
Euclid:=m 

END {Euclid}; 
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BEGIN 
1: vrite('Input a <> 0, 2 and xl: '); read(a); 

IF a=O THEN GOTO 2; 
read(xl); x:=xl; y:=xl; Q:=l; 
vrite('Input N for factorization: '); read(N); 
FOR i:=l TO 10000 DO 

BEGIN 
x:=(x*x-a) HOD N; y:=(y*y-a) HOD N; y:=(y*y-a) HOD N; 
Q:=Q*(y-x) HOD N; 
IF i HOD 20 = 0 THEN 

BEGIN p:=Euclid(Q,N); 

END; 

IF p> 1 THEN WHILE N HOD P = 0 DO 

END 

BEGIN 
writeln('p=',p:8,' found for i=',i:4); 
N:=N DIV p; 
{Here a factor of N is found and divided out} 
IF N=l THEN GOTO 1 

END 

vriteln('No factor found in 10,000 cycles'); 
GOTO 1; 

2: END. 

Note that the algorithm can fail! If N has several factors, it could happen that 
more than one of these is extracted between two consecutive computations using 
Euclid's algorithm, precisely as in the (p - I)-method. Exactly as in that case we 
have to save the latest values of QIIX)k, XlOOk and X200k and rerun the computation 
from this point on with a more frequent use of Euclid's algorithm. If also this fails 
the whole algorithm has to be rerun with a different value of a. 

Note also that the above PASCAL program is only a model of what a computer 
code implementing Pollard's method could be! It certainly works, but only for 
small values of N, that is values for which N 2 is less than the largest integer that 
can be stored in a computer word. In order to transform this model to a program of 
real life, you must use at least double precision arithmetic or, better still, a package 
for multiple precision arithmetic so that the multiplications do not cause arithmetic 
overflow. Moreover it is advantageous not to perform the computations of the GCD 
using Euclid's algorithm at equidistant points, but rather using a smaller interval 
at the beginning, and then successively letting this interval grow to 100 or more. 
This is in order not to obtain several small factors of N mUltiplied together at some 
stage. 
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Since the labour involved in obtaining a factor p is proportional to .;p, it 
is essential to use Pollard's algorithm only on numbers which are known to be 
composite. 

Example. Factor 91643 with Xi+1 = xl - 1, Xo = 3. 

XI = 8, X2 = 63, YI = 63 - 8 = 55, GCD(55, N) = 1, 

X3 = 3968, X4 == 74070, Y2 == X4 - X2 == 74007, GCD(74007, N) = 1, 

X5 == 65061, X6 == 35193, Y3 == X6 - X3 == 31225, GCD(31225, N) = 1, 

x? == 83746, Xs == 45368, Y4 == Xs - X4 == 62941, GCD(62941, N) = 113. 

Factorization of N: N = 113·811. 

Using this method, the author has found many factorizations, such as 

1I 23 - 623 = 5 ·7345513129·24380310477967 

353 + 253 = 5·107·24574686173·1474296171913 

629 - 529 = 8212573801·4463812400371 

1I 23 + 423 = 3·5·47·12172517977·104342735227 

1125 - 425 = 7 . 22861 ·2602070851·260198475451. 

Exercise 6.1. Pollard's rho method. Write the necessary double precision arithmetic in 
order to be able to implement the PROGRAM Pollard above on your computer. Explore 
the possibilities of the method on some single precision integers N. Compare the running 
times with those of the trial division program on p. 143. 

An Algebraic Description of Pollard's rho Method 

There is a fairly simple algebraic argument to show why a factor p of N is likely 
to be found after about 0 (.;p) cycles in Pollard's rho method. The argument runs 
as follows: 

2 (2) 2 2 Yi =X2i -Xi =X2i_1 +a - Xi_I +a =X2i - 1 -Xi_I = 

(6.7) 

= (X2i-1 + Xi-I)(X2i-2 + Xi-2) ..• (Xi + XO)(Xi - Xo). 
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Thus, the factor Yi, which is included in the product Qi for the computation of 
GCD(Qi, N), contains at least i + 1 algebraic factors. How many different prime 
factors S p does a typical factor, Xk - X" contain? From Theorem 5.6 on p. 161 we 
expect the number of prime factors S G of a number N to be about In In G, if N is 
sufficiently large. Now, what can be said about the size of Xk .- Xl? The numbers 
Xk grow extremely fast-their number of digits is doubled from one k to the next 
because a squaring is performed in the recursion formula Xk+1 = xl + a. Hence 
Xk will be of the order of magnitude xt, and thus will exceed the critical limit for 
being "sufficiently large" in the application of Theorem 5.6 very rapidly. So we 
find the expected number of prime factors S G of Yi, which is a product of i + 1 
very large numbers, to be ~ (i + 1) In In G. Running Pollard's rho algorithm for 
n cycles, we accumulate in Qn the primes of all the factors Yli, Y2, ... , y", which 
together can be expected to include 

n 

Inln G L(i + 1) ~ O.5n2 lnln G 
i=1 

prime factors S G. How far must we proceed in order to ensure that all primes 
below some factor p of N have been accumulated in Qn? (This limit will secure 
success in the search for factors, regardless of the particular value of p.) Below 
p there are :rr(p) ~ p/ln p primes, and therefore n ought to be so large that, by 
choosing some suitable factor C, C . O.5n2 1n In p attains the magnitude of :rr(p) 
(the factor C allowing for some of the primes appearing in several of the factors of 
Qn as well as taking into account possible bad luck in the pseudo-random process 
we use for generating the small primes): 

C ·O.5n2 Inlnp ~~, 
lnp 

) 

I.e. n = const. x ( __ P __ )2 
In p In In p 

(6.8) 

Thus the order of magnitude of the number of cycles necessary to discover a factor 
p with Pollard's method actually emerges slightly better than C JP. Now, since 
experience seems to indicate that Pollard's method is C JP, and not slightly better, 
we therefore conclude that the factor C we introduced, is in fact not a constant, 
but changes very slowly with p. 

This algebraic model of Pollard's method is somewhat crude, but nevertheless 
we shall use it later on when we study some modifications of the method, and also 
in discussing the very important question: How fast can afactorization algorithm 
be? 

Brent's Modification of Pollard's rho Method 

The rho method of Pollard has been made about 25% faster by a modification 
due to Brent [4]. Pollard searched for the period of the sequence Xi mod p by 
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considering X2i - Xi mod p (Floyd's cycle-finding algorithm). Instead, Brent halts 
Xi when i = 21 is a power of 2 and subsequently considers Xj - X2t mod p for 
3·21:-1 < j ~2k+1. The values computed in Brent's modification are: 

XI, X2, X2 - XI, 

X3, X4, X4 -X2, 

Xs, X6, X7, X7 - X4, 

Xg, Xg -X4, 

X9, XIO, XII, X12, XI3, X)3 - Xg, 

X14, XI4 - Xg, 

XIS, XIS - Xg, (6.9) 

X16, XI6 - Xg, 

XI7, Xlg, ••• ,X25, X25 - X16, 

X26, X26 - X16, 

X27, X27 - X16, 

X28, X28 - X16, 

etc. 

In this way a period of length 1 is discovered after fewer arithmetic operations than 
demanded by the original algorithm of Pollard. The saving in Brent's modification 
stems from not needing to compute the lower Xi'S twice as in Floyd's algorithm. 

Alternatively, we could explain the economization by applying the algebraic 
model introduced above. Analogously to (6.7) we have 

(6.10) 

The number of algebraic factors of Xj - Xi is i + 1, precisely as in the analysis 
of Pollard's original algorithm for X2i - Xi. Since the numbers involved are very 
large, we know that the number of prime factors ~ p is proportional to the number 
of algebraic factors in Qi. If in the course of Pollard's and Brent's algorithm we 
compare the number of algebraic factors arrived at versus the number of "heavy" 
operations performed, viz. multiplication of two numbers of size N, followed by a 
reduction mod N, we obtain the values given in the table on the next page. In Brent's 
version the efficiency is dependent upon the value of i at which p is discovered. 
The worst possible case is when i = 3·21:-1 + 1, immediately following a long 
run of computing new Xi'S only and not testing for factors. The best case is when 
i = 2k+I, when many new factors have been accumulated in Qi with comparatively 
little effort. Analyzing the situation, we arrive at the figures indicated as (worst) 
and (best) respectively, in the table shown above. Considering the cost/efficiency 
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function, measured by the number of operations required in order to accumulate 
a certain number of factors in Qj, we find that this function c:an be calculated as 
#operationsl",,#factors, giving the values 

4../2 = 5.66 for Pollard's method 

and a number between 

41¥7 3 - - = 4.90 and -,.,/6 = 3.67 
3 2 2 

for Brent's modified algorithm. This explains why Brent's modification runs ap­
proximately 25% faster (note that 75% of 5.66 is 4.24, and the mean value between 
4.90 and 3.67 is 4.29). 

Pollard Brent 

#op:s # factors #op:s # factors 

4 2 3 2 

8 5 6 5 

12 9 10 10 

16 14 12 15 

20 20 18 24 

24 27 20 33 

28 35 22 42 

32 44 24 51 

36 54 34 68 

40 65 36 85 

~ ~j (worst) ~ l.j2 
27 

4j ~ ~j2 3· 
2' (best) ~ ~j2 

The Pollard-Brent Method for p = 2kn +- 1 

The adaptation of this method is not as apparent as the ones we have described 
in chapter 5. If, however. we search for factors of the form p = 2kn + 1. then 
Legendre's Theorem 5.7 states that an ± bn has all its divisors of the form 2kn + I, 
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apart from those originating from algebraic factors. Therefore, if we use the 
recursion formula 

Xi+1 =X; +a modN (6.10) 

instead of, as in the original method, Xi+1 = xl + a mod N, then 

Xi - Xj = x;_1 - xi_I' 

will, according to Legendre's theorem, accumulate mainly prime factors of the 
form 2kn + 1 rather than just any primes. (The other primes also sneak into the 
algebraic factors, but at a lower rate than they do in the original recursion formula.) 
This tends to reduce the number of cycles needed to discover a certain prime factor 
p of N by a factor of about ,Ji1=l as compared to the original formula. This 
gain should be weighed against the extra labour demanded to compute xn mod N 
instead of x 2 mod N, but since the amount of work required to calculate xn mod N 
with the power algorithm grows only logarithmically with n, the modification is 
often worthwhile, especially when n is large. By using the recursion formula 
Xi+1 == X/024 + 1 mod N with Xo = 3, Brent and Pollard in 1980 managed to 
discover the factor 

1238926361552897 of the Fermat number Fg. 

The computation took a couple of hours on a large computer [5]. 

Shanks' Factoring Method SQUFOF 

Another of the modem factorization methods which we shall describe is Shanks' 
method "square forms factorization," or SQUFOF for short. Gauss [6] was the first 
to apply systematically the theory of binary quadratic forms (expressions of the 
form Ax2 + Bxy + Cy2) to find factorizations of integers. This approach has been 
quite successful over the years and many variations on this theme can be found 
in the literature. A modem account of the theory can be found in [7].-Most of 
the methods are very complicated, especially when they are to be administered on 
a computer, and not ideal for use with computers. However, around 1975 Daniel 
Shanks managed to construct a feasible algorithm. See [8]-[11]. Its explanation 
relies heavily on the theory of binary quadratic forms, which is outside the scope of 
this book. A detailed description of why SQUFOF works as it does, in the light of 
the properties of quadratic forms, is likewise given in [7].-lt is, however, possible 
to describe SQUFOF entirely in terms of the continued fraction expansion of Vii, 
and without referring to the underlying theory of quadratic forms. We are in the 
sequel going to make this approach. The reader who is unfamiliar with continued 
fractions is now advised to consult Appendix 8 for more details before reading 
further. 
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Shanks' method SQUFOF makes use of the regular continued fraction ex­
pansion of v'N in the following way: The formula 

proved as formula (A8.34) on p. 342, is applied to solve Legendre's congruence 
x 2 == y2 mod N. All that is necessary is to expand v'N until a square number 
Qn = R2 is found for an even value of n. Then Legendre's congruence has the 
solution x == An-I, y == R and, if this is not one of the trivial solutions, the factors 
p and q of N can be obtained by Euclid's algorithm applied to N and An-I ± R. 
The idea of looking for a square in the continued fraction expansion of v'N is 
actually an old one, but not much used before the advent of computers because of 
the many steps that are normally required to produce such a square. 

Now, SQUFOF differs in certain details from the short description just given. 
The most important distinction is that the numerators Ai of the convergents Ai / Bi 
to the continued fraction for v'N are not computed directly. This is because 
the continued fraction expansion itself (omitting the convergents mod N from the 
computation) can be effected, as demonstrated in Appendix 8, with all quantities 
involved < 2v'/ii. whereas An mod N would require more than twice as many digits 
if the usual recursive formula As = bs As-I + As-2 were used. The computation 
of An-I mod N is replaced by another, less time-consuming strategy for finding 
the factor of N as soon as some (_I)n Qn = R2 has been obtained. This other 
computation has been included in the algorithm given below. 

Shanks also managed to distinguish between those square (_I)n Qn 's which 
lead to the useful non-trivial solutions to Legendre'S congruence and others which 
do not. The (-l)n Qn 's which may give rise to trivial solutions are stored in a list 
and can thereby be avoided before computing what would tum out to be only a 
trivial factorization of N. 

Actually Shanks' algorithm is quite simple. We start by giving an example 
and then provide a more formalized description. 

Example. Find the factors of N = 1000009. 

Compute the regular continued fraction expansion of ../J"{ until, after an even 
number of steps, a square denominator is found, the square root of which has never 
previously occurred as a denominator during the computation. This will guarantee 
a non-trivial solution to Legendre's congruence A;_I == (-l)n Qn == R2 mod N. 

Starting by v'N = JlOOOOO9 = 1000 + (v'N - 1000), we successively find 

1 = v'N + 1000 = 222 + ,IN - 998 
,IN -1000 9 9 

(I) 

9 9( v'N + 998) v'N + 998 ,J N - 782 
--",-=---- = = = 4 + 
,IN - 998 4005 445 445 

(2) 
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445 ../N + 782 ../N - 964 

../N -782 = =2+ (3) 
873 873 

873 ../N +964 ../N - 980 

../N-964 = =24+ . (4) 
81 81 

Here the square 81 occurs. It is ruled out, however, since the denominator.JiIT = 9 
has already appeared in step (1). Continuing the expansion, we find 

81 ../N + 980 ../N - 976 
---==--- = = 4 + ----
../N - 980 489 489 

(5) 

375 ../N + 997 
--==--- = ../N - 997 

(18) 
16 

Now the square 16 obtained can be used, and computing A 17 mod N, we find 

AI7 == 494881, and therefore 49488t2 == Q18 = 42 mod 1000009. 

Thus, GCD(494777, N) = 293 and GCD(494885, N) = 3413 are factors of N. 
However, in order to avoid the computation of A 17 modN, Shanks calculates instead 
what is called the square root of the corresponding quadratic form under the law 
of composition. This is done simply by altering a sign in the numerator and taking 
the square root of the denominator, yielding (../N - 997) /4 from (../N + 997) /16. 
Next, we expand this new number until the coefficients in the numerators of two 
consecutive steps are equal: 

4 ../N + 997 ../N - 503 
----==---- = = 1 + ----
../N - 997 1500 1500 

(1) 

1500 =../N + 503 = 3 + ../N - 991 

../N - 503 498 498 
(2) 

1410 ../N + 673 ../N - 879 
--==---- = = 4 + ----
../N - 673 388 388 

(10) 

388 ../N + 879 ../N - 879 
____ =---- = = 3 + . 
../N - 879 586 586 

(11) 
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At this stage, in steps (10) and (11) the coefficients -879 in the numerators are 
the same, and therefore the last denominator 586 or 58612 = 293 is a factor of N. 
Thus N = 293 . 3413. 

Experience seems to indicate that the number of cycles required for the method 
is 0 ( ~.rjii). comparable with the number of cycles for the Pollard-Brent method in 
the case when N is composed of only two factors of about equal size (the difficult 
case within factorization). Each cycle runs faster, however, since it deals only with 
numbers of size approximately ..fN. while Pollard's methods work with numbers 
of magnitude about N 2• 

Using the formulas for the continued fraction expansion of .Jii from Ap­
pendix 8, we can describe this algorithm in the following way: 

Let Po = 0, Qo = I, Ql = N - Pl', 

. -l.Jii + PiJ q. - Qi ' 

(6.11) 

If any Qi is < 2J2.Jii, it is stored in a list. This list will contain all numbers 
which are useless for the factorization of N (as well as some others). Continue 
until some Qu = R2. Then compare with the list: 

1. If R (or R/2, if R is even) is included in the list, then continue the expansion. 
2. Otherwise. a useful square has been found. In the expansion of ..fN. the 

expression now arrived at is 

qu = l.Jii + puJ = l.Jii + puJ. 
Qu R2 

(6.12) 

Next. continue by expanding the number (.Jii - Pu)/ R. This is achieved 
by simply taking 

P~ = -pu. Q~= R. 
I N- pi 

Q l = R • (6.13) 

and using the same formulas for the recursion as above. Continue the expan­
sion of this new number until some Pj+ 1 = Pj. This will occur after about 
half the number of cycles required to find the square Qu = R2. (In fact. by 
utilizing composition of quadratic forms. this second part of the computa­
tion could be performed in a logarithmic number of steps and could thus be 
programmed to take very little time compared with the first part of the com­
putation. that of finding a square (_I)n Qn . However. we shall not elaborate 
on this here.) TIlen. finally Qj (or Qj/2 if Qj is even) is a factor of N. 
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A Computer Program for SQUFOF 

A PASCAL program for Shanks' algorithm SQUFOF is given below: 

PROGRAM SQUFOF 
(Input, Output) ; 
{Factorizes N < 10-20 by Shanks' Square Forms Factorization 

method. Computer arithmetic allowing integers up to 2-35 
is used. Warning: Make sure N is composite, otherwise the 
list could extend outside the specified index bounds! Be 
sure N is not a square!} 

LABEL 1,2,3,4,5,6; 
TYPE vector=ARRAY[0 .. 30] OF INTEGER; 
VAR List : vector; 

c,c2,sq,d,a,b,z,z1,z2,sq2sqN,Q,QO,Q1,Q2,P1,P2, 
i,j,k,ks,u,r,w,s1,s2 : INTEGER; 

PROCEDURE isqrtd(a,b : INTEGER; VAR sq,d : INTEGER); 
{Computes n=10-10*a+b, sq:=trunc(sqrt(n», d:=n-sq-2} 
LABEL 1,2; 
VAR c,c2,n,r,r1,r2,s,s1,s2,z,sw : INTEGER; 

rn,rsq,w,rs1,rs2 : REAL; 
BEGIN 

c:=100000; c2:=10000000000; sw:=O; 
rn:=1E10*a+b; rsq:=sqrt(rn); r:=trunc(rsq); 
{r is a first approximation to sqrt(n)} 

1: r1:=r DIV c; r2:=r MOD c; {r=10-5*r1+r2} 
z:=2*r1*r2; s1:=a-r1*r1- z DIV c; 
s2:=b-r2*r2-(z MOD c)*c; 
{Here d=n-r-2 has been computed as 10-10*s1+s2} 
IF sw=1 THEN GOTO 2 {d was <0 previously!}; 
z:=2*r; rs1:=s1; rs2:=s2; w:=rs1*1E10+rs2; 
s:=trunc(w/z) ; 
{Here the correction s=(n-r-2)/(2r) has been computed} 
IF s <> 0 THEN BEGIN r:=r+s; GOTO 1 END; 

2: d:=shc2+s2; 
IF d<O THEN BEGIN r:=r-1; sw:=1; GOTO 1 END; 
sq:=r; 

END {isqrtd}; 

BEGIN c:=100000; c2:=10000000000; 
1: write('Input N = 10-10*a+b as two integers a, b: '); 
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read(a); IF a<O THEN GOTO 6; read(b); 
isqrtd(a,b,sq,d); IF d=O THEN 

BEGIN writeln('N is the square of',sq:11); GOTO 1 END; 
z:=2*sq; IF d>=sq THEN z:=z+l {trunc(2*sqrt(N))}; 
sq2sqN:=trunc(sqrt(z)) {sqrt(2*sqrt(N))}; 
List[O):=l; QO:=l; P1:=sq; Q1:=d; 
{Here all initial values are set for the continued 

fraction expansion} 
FOR i:=l TO 10000000 DO 

BEGIN {Continued fraction expansion starts} 
IF i MOD 50000=0 THEN writeln(i:8,' cycles passed'); 
Q:=(sq+P1) DIV Q1; P2:=Q*Q1-P1; Q2:=QO+Q*(P1-P2); 
u:=Q1; IF NOT odd(u) THEN u:=u DIV 2; 
QO:=Q1; Q1:=Q2; P1:=P2; 
IF (u < sq2sqN) AND (u > 1) THEN 

BEGIN List[List[O)):=u; List[O):=List[O)+l END; 
{Here a small denominator is put in the list} 

IF odd(i) THEN 
BEGIN 

IF Q1 MOD 4 > 1 THEN GOTO 3 {No square, goto next i}; 
r:=trunc(sqrt(Q1)); IF Q1=r*r THEN {A square!} 

BEGIN ks:=List[O)-l; FOR k:=l TO ks DO 
IF r=List[k) THEN GOTO 3 {Square of no use, next H; 
IF r > 1 THEN GOTO 4 ELSE 

BEGIN 
write('The period has been searched (i=',i:7); 
writeln(') without finding any useful form'); 
GOTO 1 

END 
END 

END; 
3: END; 
4: writeln('Number of steps to find a squar.~ was',i:8); 
writeln('Number of elements in the list is' ,List[0)-1:3); 

{Here the computation of the square root of the 
square quadratic form found is started} 

z:=sq-(sq-P1) MOD r; zl:=z DIV c; z2:=z MOD c; 
{z=zl*10-5+z2 for the computation of (n-z-2)/r} 
w:=2*zl*z2; sl:=a-z1*zl-w DIV c; s2:=b-z2*z2-(w MOD c)*c; 

5: IF s2<0 THEN 
BEGIN s2:=s2+c2; sl:=sl-l; GOTO 5 END; 
QO:=r; P1:=z; z:=sl*c+s2 DIV c; 
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Ql:=(z DIV r)*c+«z HOD r)*c+s2 HOD c)DIV rj 
FOR j:=l TO 5000000 DO 

BEGIN {Here the expansion of the second form starts} 
Q:=(sq+Pl) DIV Qlj P2:=Q*Ql-Plj 
Q2:=QO+Q*(Pl-P2)j QO:=Qlj 
u:=Plj Pl:=P2j Ql:=Q2j IF u=P2 THEN 

BEGIN 
IF NOT odd(QO) THEN QO:=QO DIV 2j 
vriteln('Factor=',QO:ll)j GOTO 1 

ENDj 

ENDj 

6: END. 

Please note that this program will operate only on a computer with a word 
length of at least 36 bits (or having an equivalent integer arithmetic). If your 
computer has a word length of s bits, then it will be convenient to use the largest 
power of 100 below 2s- 2 as the constant c2, and the square root of this number 
as c in the program. The tricky part of the programming is at the very beginning 
and also at the start of the second part of the computation, where the square 
root of the quadratic form is taken. In these two places occasionally double 
precision arithmetic must be used. In the computer's hardware language there 
are normally certain operations which would be of use to us, such as division of 
a two word integer by a one word integer, giving a full quotient and remainder. 
Unfortunately, however, these devices are not easily accessible from high level 
languages such as PASCAL, so we have to circumvent the problem of arithmetic 
overflow during this part of the computation.-Rather than using a preprogrammed 
package for this, it is shown above how it can be done in a reasonably simple 
manner. Nevertheless, a better solution for a calculation, involving more extensive 
double precision computations would undoubtedly have been to use a double 
precision integer arithmetic package such as the one described in Appendix 7. 

Exercise 6.2. SQUFOF. Modify the PROGRAM SQUFOF above as to operate on your com­
puter. This effort may be your easiest way of achieving a reasonably fast computer program 
for factorization of nearly double precision integers.-During the running-in phase of the 
program you might want to temporarily change the periodic printouts at each 50000th cy­
cle to more frequent and more informative messages. Try your program on some of the 
numbers in the factor tables at the end of the book. Be careful to feed the program with 
composite numbers only, otherwise the ARRAY List may run out of bounds! 

As has already been mentioned, the number of cycles in SQUFOF seems to 
be < c.:IN. In some cases, however, the number of cycles is considerably smaller 
than this bound, so the computing time varies considerably for numbers N of 
approximately the same size. Thus, it is actually worth applying SQUFOF simul­
taneously to e.g. the numbers N and 2N or to N and 3N, because the probability of 

192 



COMPARISON BE1WEEN POLLARD'S RHO MEmOD AND SQUFOF 

finding a square Qu early increases considerably when two expansions are avail­
able. The average benefit is not very great, but the trick helps to avoid the very long 
computer runs that may occur when the running time for N is large.-Besides, 
this strategy can prevent us from getting stranded on values of N for which the 
continued fraction expansion of ..IN has so short a period that no useful square 
( -1)" Q" occurs at all! 

Compari'lon Between PoDard's rho Method and SQUFOF 

Pollard's rho method requires approximately C.JP cycles to find a factor p of N, 
while SQUFOF needs about C I W cycles. Now, since the .smallest factor p of N 
is < .[ii, the number of cycles in the rho method will in general be smaller than 
in SQUFOF unless N is the product of two primes of about equal size.-On the 
other hand, the rho method uses in each cycle 8 heavy operations (multiplications 
or divisions) performed on numbers of the size of about N 2, while SQUFOF 
demands 9 arithmetic operations + ~square root extraction per cycle (or even 
fewer if the rejection of non-squares is effected by seeking quadratic non-residues 
of some small primes and the square-root extracted only when this fails), which 
in total equals about 15 simple arithmetic operations per cycle. However, these 
are performed on numbers of size < 2..!N. (As shown above, in SQUFOF only the 
computation of the numbers PI = L ..INJ, QI =N - pl and Q~ =(N - P~)/ R 
involve arithmetic operations on numbers> 2..!N.) Since the labour of mUltiplying 
or dividing large numbers normally increases with the square of the length of the 
numbers involved, this means that one cycle of SQUFOF is roughly about 10 
times as fast as one cycle in the rho method. This factor can sometimes be much 
larger. For instance, if SQUFOF, due to the small size of N, can be programmed 
to use directly the computer's hardware arithmetic, while Pollard's rho method 
is restricted to using a pre-programmed multiple precision arithmetic package­
quite a common situation-then the speed factor can easily exceed 100 or more 
per cycle. 

Morrison and Brillhart's Continued Fraction Method CFRAC 

Morrison and Brillhart's method is one of the most efficient general factorization 
methods which has been put to extensive use on computers. It was the first method 
of subexponential running time, which means that if the running time to factor 
N is written as N a , then a (slowly) decreases as N increases. During the 1970's 
it was the principal method used to factor large integers, having no particular 
mathematical form to favor some other method. One of the ideas behind the 
algorithm [12] is to find a non-trivial solution to the congruence x 2 == y2 mod N 
and then compute a factor p of N by means of Euclid's algorithm appJied to 
(x + y. N). The technique of finding solutions to x 2 == y2 mod N is inspired both 
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by Legendre's factorization method, from which the idea of finding small quadratic 
residues from the continued fraction expansion of ..IN is taken, and by an idea 
of Maurice Krai'tchik in which known residues are combined to form new ones, 
in our case squares. Historically the situation is much the same for this method 
as for Pollard's (p - 1 )-method-the underlying ideas have been known for quite 
a long time and have occasionally been applied to specific cases, in particular 
by D. H. Lehmer, R. E. Powers [13] and Krailchik [14]. The current version of 
the method is, however, due to Morrison and Brillhart, who have systematically 
explored the potentials of these ideas and have constructed a good algorithm. We 
shall now give a brief description of this algorithm. 

First, part of the regular continued fraction expansion of ..IN is computed, 
just as in Legendre's or Shanks' methods. The notations and formulas usually 
employed are listed in the second half of Appendix 8. Let us just mention here the 
two most important formulas, one of which is (A8.31) on p. 341: 

(6.14) 

immediately giving (A8.34): 

A~_I == (_l)nQn modN. (6.15) 

The calculation of the expansion is not quite as fast as in SQUFOF, since Shanks 
uses only the quantities Pn and Qn, whileCFRAC requires in addition An-I modN, 
the numerator of the (n - l)th convergent An-I! Bn- I of the continued fraction 
for.JFi. However, while Shanks' algorithm involves waiting until a perfect square 
shows up among the (_l)n Qn, Morrison and Brillhart try to form combinations 
which yield a square by multiplying together some of the quadratic residues gen­
erated, and thereby may find a square with far fewer cycles than SQUFOF. 

The Factor Base 

The great improvement introduced in CFRAC consists of the way of producing a 
combination of the quadratic residues found which is a square. Just as in Gauss' 
factorization method, an upper bound Pm is set on the small prime factors used and 
the Qj'S are searched for prime factors ~ Pm. The prime factorizations of those 
Qj'S which are completely factored in this way are retained, while the other Qj'S 

are rejected as soon as Pm is reached without Qj having been completely factored. 
In order to render the method slightly more efficient and not discard any easily 
factored Qj'S, those factorizations are also kept for which the cofactor of Qj after 
reaching the search limit Pm is larger than the search limit, but < p~, in which 
case the cofactor must be a prime. The m primes PI, P2, P3, ... , Pm form that is 
called the factor base. The occasionally occurring larger prime factors of the Qj'S 
are called "large primes." The number of all primes (below p~) occurring in these 
factorizations is denoted by S. 
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The limitation of CFRAC lies in the huge number of trials that must be 
carried out before a sufficient number of completely factored Qi 's can be collected. 
However, on a supercomputer possessing array processors one Q i could be divided 
by 64 primes (or whatever the number of possible operations running in parallel 
might be) in the same operation, thus gaining a considerable speed factor over an 
ordinary computer. 

For all the odd primes Pi in the above factorizations, the value of Legendre's 
symbol (N / Pi) = I (or, possibly, (N / Pi) = 0 which occurs when Pi! N, a case 
which, however, should be tested for and excluded at the start) because if p;I Qn, 

then A~_I - N B;_I == 0 mod Pi, and therefore N == (An-Ii Bn-If is a square 
mod Pi. Thus the primes in the factor base have about half the density of all 
primes. (Please note that Pi in this reasoning does not denote the ith prime!) 
Hence the value of S. the number of all primes found during these factorizations, 
is ~ 7r (Pm) /2+ the number of those primes between Pm and p~ which happen to 
show up as factors. 

The factorizations discovered are stored in the form of binary vectors r with 
S + I components (Yo, YI, Y2, ... , Ym, ... , Ys), each element having the value 0 
or I. If the standard factorization of 

s 
(-I)nQn = (-1)"0 np~i, 

i=1 

then 
Yi == (Xi mod 2. (6.16) 

This means that it is really information about the square-free part TI PT' of Qn 
which is saved by storing the exponents Yi rather than the complete factorizations! 

The next step in the algorithm is to search for square combinations ofthe now 
completely factorized Qi'S. A square combination 

(_I)nl Qnl (-lt2Qn2 ... (-ltkQnk = (-IV n pf=v Yiv 
i=1 

is produced if all the exponents Y and L Yi v are even. In order to find such a 
combination of the Qi'S, first generate S + I complete prime factorizations and 
then perform Gaussian elimination mod 2 on the (S + l)x(S + I)-matrix whose 
rows are the vectors r ". Even if this matrix could, in theory be non-singular, it is 
usual for a number of sets of linearly dependent rows to be discovered during the 
Gaussian elimination. Experience shows, that if S is large then a set of linearly 
dependent rows often is discovered already when the number of rows is only about 
80-90% of S. If the matrix happens to be non-singular, then more Qi'S have to 
be found and factored.-Remember that a linear combination of binary vectors 
mod 2 is just a sum mod 2 of some of the vectors! Each of these sums leads to 
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a factorization (trivial or non-trivial) of N. Experience has shown that about 5 
or 6 such linear dependencies are generaJly enough to find a factorization, but 
nevertheless there have been examples reported of numbers defying factorization 
after as many as 25 square combinations have been found! 

Before delving more deeply into the theoretical details of this method, let us 
consider 

An Example of a Factorization with CFRAC 

Let us take N = 12007001 (the same example as for Gauss' method). We choose 
the factor base 2,5,23,31 (comprising the small quadratic residues of N, found 
by computing the value of Legendre's symbol (Njp) for all p S Pm = 31, with 
the upper bound used on the primes being Um = 97). The continued fraction 
expansion of..IN and the subsequent factorization of the Qn's found results in the 
following values of the vectors r: 

n (-I)"QII -I 2 5 23 31 en 59 71 

1 -23 .97 1 1 0 0 0 1 

3 -5·97 1 0 1 0 0 1 

6 23 .5 0 1 1 0 0 0 

10 52 .59 0 0 0 0 0 0 1 

12 24·71 0 0 0 0 0 0 0 1 

18 24.52 0 0 0 0 0 0 0 0 

Here we arrive at a square, 24 .52• We need to test whether Ai7 ¥= 2Q2 mod N, 
which would lead to a non-trivial solution of Legendre's congruence! However, 
A 17 == 20 mod N, so that this square fails to factor N, just as it does with SQUFOF! 
Therefore we continue the expansion: 

n (-I)"QII -1 2 5 23 31 97 59 71 61 

21 -24 .61 1 0 0 0 0 0 0 0 1 

24 23 .5.59 0 1 1 0 0 0 1 0 0 

26 23 .5.71 0 1 1 0 0 0 0 1 0 

27 -5·31 1 0 1 0 1 0 0 0 0 

28 211 0 1 0 0 0 0 0 0 0 

At this point we have 10 vectors r (discarding the useless row for n = 18) and 
9 primes in the set, so that there is some chance of a square combination being 
found. Please note that it is not essential to have a square matrix at this stage! 
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The Gaussian elimination is performed by systematically adding two rows 
mod 2 at a time, thereby creating zeros in the lower triangular part of the matrix. 
This is achieved by adding together mod 2 rows having their left-most ONEs in 
the same column. In order to keep track of the additions carried out we extend the 
vectors to the right by means of rows of a unit matrix, and operate also on these 
mod 2 when adding the first parts of the rows r .-For the sake of brevity in this 
pencil-and-paper example, we can, for the moment, discard the columns below the 
primes 23, 31 and 61, since at least two rows with Yi = 1 must occur before the 
prime Pi can enter into a square combination! This also eliminates the rows for 
which n = 21 and n = 27. Thus we start with the matrix 

n -1 2 5 97 59 71 

1 1 1 0 1 0 0 1 0 0 0 0 0 0 0 

3 1 0 1 1 0 0 0 1 0 0 0 0 0 0 

6 0 1 1 0 0 0 0 0 1 0 0 0 0 0 

to 0 0 0 0 1 0 0 0 0 1 0 0 0 0 

12 0 0 0 0 0 1 0 0 0 0 1 0 0 0 

24 0 1 1 0 1 0 0 0 0 0 0 1 0 0 

26 0 1 1 0 0 1 0 0 0 0 0 0 1 0 

28 0 1 0 0 0 0 0 0 0 0 0 0 0 1 

The first step in the Gaussian elimination is to replace row 2 by row 1 + row 2 
mod 2: 

New row 2: 0 1 1 0 0 0 I 1 1 0 0 0 0 0 0 

Next, replace row 3 by new row 2 + row 3: 

New row 3: 0 0 0 0 0 0 I 1 1 1 0 0 0 0 O. 

Only zeros result! A square combination has been found! The corresponding row 
of the unit matrix tells us that it is the sum of the first, second and third rows which 
produced this result. We therefore form 

having the solutions AoA2A5 == ±23 ·5·97. However, as AoA2A5 = 3465· 
31186 . 2228067 == 3880 mod Nand 23 • 5 . 97 is also == 3880 mod N this square 
combination fails to factor N and we must resume the elimination. Since the linear 
combination in which row 3 is involved is useless, we discard it together with the 
corresponding 3rd column of the unit matrix and continue the elimination process. 
We have now arrived at 
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n -1 2 5 97 59 71 

1 1 1 0 1 0 0 1 0 0 0 0 

3 0 1 1 0 0 0 1 1 0 0 0 

10 0 0 0 0 1 0 0 0 1 0 0 
12 0 0 0 0 0 1 0 0 0 1 0 

24 0 1 1 0 1 0 0 0 0 0 1 

26 0 1 1 0 0 1 0 0 0 0 0 

28 0 1 0 0 0 0 0 0 0 0 0 

We successively obtain: 

New row 5: 0 0 0 0 1 0 I 1 1 0 0 1 0 0 

New row 6: 0 0 0 0 0 1 I I 1 0 0 0 1 0 

New row 7: 00 I 000 I 1 1 0000 1 

0 0 

0 0 

0 0 
0 0 

0 0 

1 0 

0 1 

Now, new row 5 is identical to row 3, so that the sum of these mod 2 produces 
zeros: 

o 0 0 0 0 0 I 1 1 1 0 1 0 O. 

The unit matrix part tells us which rows are involved in the square combination 
now detected. Hence, we compute 

and find AoA2A9A23 == 3465·31186·668093 ·7209052 == 1144600 mod N 
and JQJQ3QIOQ24 = 23 .52 .59.97 = 1144600. Once again, the square 
combination found does not factor N. However, adding together the remaining 
two identical rows, namely row 4 and the new row 6 yields 

o 0 0 0 0 0 I 1 1 0 1 0 1 0, 

corresponding to 

This time we find 110 1920 == ± 110 1920 mod N. Again no factorization has been 
achieved! Therefore we continue the elimination! Now, using pencil and paper 
once more we remove the two useless new combinations (new rows 5 and 6) and 
are left with 
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n -1 2 5 97 59 71 

1 1 1 0 1 0 0 1 0 0 0 

3 0 1 1 0 0 0 1 1 0 0 

10 0 0 0 0 1 0 0 0 1 0 

28 0 1 0 0 0 0 0 0 0 1 

Now, since the prime 59 occurs once only, row 3 cannot enter a zero sum. Thus, 
discarding row 3 and replacing row 4 by row 2 + row 4 leads to 

n -1 2 5 97 

1 0 1 

3 0 1 0 

28 0 0 0 

which has no zero combinations (because the determinant of its leading 3 x 3-
matrix has the value 1 mod 2, and hence is non-singular). 

In this unhappy situation we must return, expand more of ./N and factor more 
Qi'S and start the elimination process all over again from the beginning (provided 
some new small primes can be included below the factor limit as a result of having 
factored further Qi'S). We find that the following Qi'S possess only small prime 
factors: 

n (-I)nQn -1 2 5 23 31 97 59 71 61 

30 25 .53 0 I I 0 0 0 0 0 I) 

32 31 ·61 0 0 0 0 I 0 0 0 I 

33 -23 .5.61 I I I 0 0 0 0 0 I 

34 31·97 0 0 0 0 1 I 0 0 I) 

36 24 .59 0 0 0 0 0 0 I 0 0 

38 52 .71 0 0 0 0 0 0 0 I 0 

39 -23 .31 1 I 0 0 1 0 0 0 0 

41 -31 ·71 1 0 0 0 1 0 0 1 0 

45 -52 .61 I 0 0 0 0 0 0 0 I 

By preliminary verification we observe that the easily obtained squares 

A2 A2 (±22 5 61)2 A29A235 =_ (±22 . 5 . 59)2, 2024= .. , 

A;A~9 = (±24 .52)2, Ail A~7 = (±22 .5.71)2 mod N 

all fail to factor N. Still working with pencil and paper, we discard the useless 
rows for n = 30, 36, 38 and 45. (In a computer program, these rows would in 
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fact be included in the process of elimination, leading to the discovery of trivial 
factorizations as soon as the corresponding square combinations were found.) This 
time, the elimination proceeds from 

n (-I)"Q" -1 2 5 23 31 97 59 71 61 

1 -23 .97 1 1 0 0 0 1 0 0 0 

3 -5·97 1 0 1 0 0 1 0 0 0 

10 52 .59 0 0 0 0 0 0 1 0 0 

12 24·71 0 0 0 0 0 0 0 1 0 

24 23 .5.59 0 1 1 0 0 0 1 0 0 

26 23 .5.71 0 1 1 0 0 0 0 1 0 

28 211 0 1 0 0 0 0 0 0 0 

32 31 ·61 0 0 0 0 1 0 0 0 1 
33 -23 .5.61 1 1 1 0 0 0 0 0 1 
34 31·97 0 0 0 0 1 1 0 0 0 

39 -23 .31 1 1 0 0 1 0 0 0 0 

41 -31·71 1 0 0 0 1 0 0 1 0 

Performing the Gaussian elimination mod 2, we find the following square 
combination: 

which, finally, leads to a non-trivial solution of Legendre's congruence and thus 
Euclid's algorithm yields GCD(I 200700 I , 9815310-1247455) = 3001 whereby 
N is finally factorized. 

Further Details of CFRAC 

Even if unrealistically small, the above example does illustrate fairly well the 
various situations that can arise in the application of Morrison and Brillhart's 
version of the continued fraction factorization method. We wish only to add certain 
details which were not expressly stated in the example. One of these concerns the 
computation of the square root of Qil Qi2 ••• Qis mod N. Since there is no known 
efficient algorithm for computing square roots modulo a composite number N 
without first factorizing N, the square root must be computed first, followed by the 
reduction mod N. If the Qi'S were stored in their factored form the computation 
would be simple, since the number (Xi of factors of the prime Pi could then be 
counted and the product n p~;/2 mod N formed successively with all primes Pi 
participating in the square combination under consideration. However, since the 
binary vectors contain no information on the multiple prime factors of the Qi'S 

we would have to, at least partially, ref actor the Qi'S a second time which would 
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require much computer time, and so it would be convenient if some other method 
could be devised to effect this computation. (Of course, the straightforward way 
would be to first multiply together all the factors Q; and then extract the square 
root, but since the product would be a very large number, this approch is highly 
unpractical!) An elegant algorithm to solve this problem is presented on p. 190 
in Morrison and Brillhart's paper [12]. The idea is to successively accumulate 
the product of the Q;'s but, before involving a factor Qs, to check by means of 
Euclid's algorithm whether Qs has some factor X in common with the product 
so far accumulated. Suppose that we have arrived at the product Q and are about 
to include the factor Qs. Then if GCD(Q, Qs) = X, instead of forming QQ. 
calculate (Q/X) x (Qs/X), thereby reducing the size of QQ •. The factor X is 
accumulated in what will eventually be the square root mod N we are seeking. Let 
us demonstrate this technique on the above case, where we had to compute the 
square root of 

== 776 . 1136·2048 . 3007 . 2201 mod 12007001. 

Denoting the accumulated product by Q and the accumulated square root mod N 
by .JR, we have 

Q = I, .JR = 1. 

GCD(776, 1136) = 8, 
776 1136 

Q = - . - = 13774, .JR = 8. 
8 8 

GCD(13774,2048) = 2, Q = 13~74 . 2~8 = 7052288, ,JR = 8·2 = 16. 

GCD(7052288, 3(07) = 97, 

.JR = 16·97 = 1552. 

GCD(2253824, 2201) = 2201, 

7052288 3007 
Q = 97 . 97 = 2253824, 

2253824 2201 
Q = 2201 . 2201 = 1024, 

.JR = 1552·2201 = 3415952. 

In this way only the square root of the final product Q = 1024 needs to be computed 
and this square root is accumulated in .JR: 

.J1024 = 32 and,JR == 3415952·32 mod N == 1247455 mod 12007001. 

Another technical detail, which we wish to remark on here, involves the 
Gaussian elimination. Since subsequent columns of the matrix contain the less 
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common prime divisors of the Qn's and thus fewer ONEs, the entire process of 
elimination runs faster if, contrary to customary practice, the elimination of ONEs 
is started at the right-most column and is run from right to left. 

A third detail we include here concerns how to proceed in case the period 
of the continued fraction expansion of -IN is too short to supply enough easily 
factorized quadratic residues. This problem can be countered just as in the other 
versions of the continued fraction method: Expand,.JkN instead of.Jiii. for some 
suitably chosen integer k.-In this situation, of course, the reductions are still 
performed mod N, and not mod k N. 

For the following reason the value of k chosen will influence the primes which 
go into the factor base: (5.42) with kN instead of N gives 

(6.17) 

Assuming that plQn, then kN == (An-t! Bn_ I )2 mod p, and kN is a quadratic 
residue of p. Thus the factor base will consist of those (small) primes p for which 
(k N / p) = + 1. Also the prime factors of k and the prime 2 occur in the factor 
base and thus have to be included. Manipulating with k we can, to some extent, 
gain control over the primes in the factor base. 

Exercise 6.3. Controlling the factor base. Utilizing the FUNCTION Jacobi on p. 283. 
write a computer program helping you, for any given number N. to find the most efficient 
(square-free) multiplier k :::: 1000. such that a maximal number of primes:::: 100 will belong 
to the factor base. 

The Early Abort Strategy 

If a Qn does not have any small prime factors it is not likely to factor at all before the 
search limit B 1 of the factor base has been reached. Thus it may be advantageous 
to give up the trial division on Qn after a while, and instead produce a new Qn 
and work on that one. If, however. there are small factors, the remaining cofactor 
of Qn might still be unlikely to factor within the factor base, if no more factors 
appear for a while. Taking this into consideration, a rather complicated strategy 
for giving up the Qn's unlikely to factor has been developed by Pomerance [15]. 
This strategy indeed speeds up the Morrison-Brillhart algorithm considerably and 
is thus of advantage to include in the computer program. Before concluding the 
description of CFRAC, we should like to give a few rules of thumb for the abortion 
of Qn's and also mention some results achieved by the method. 

In [16] Pomerance and Wagstaff describe experiments with the Early Abort 
Strategy. As a result ofthese experiments they give the following recommendations 
for the case when two abort points are chosen: divide Qn by the first 15 primes in 
the factor base. If the unfactored portion of Qn is > -IN /500, give up this Qn and 
find Q n+ I. If not, perform trial division by 80 more primes from the factor base. 
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If the unfactored portion now is > .fN /2 . 107, then give lip. If not, continue 
the divisions up to B I . This recommendation applies for numbers N in the range 
from 10'"l to 1<P". The factor base used by these tuning experiments contained 
959 primes. 

Results Achieved with CFRAC 

We shall mention here only a few of the factorizations discovered with CFRAC. 
Famous is the factorization of the Fermat number 

F7 = 2128 + 1 = 59649589127497217·5704689200685129054721, 

found in 1970 by Morrison and Brillhart after having computed 1,330,000 Qn's 
in the expansion in ../257 F7 • Of these, 2059 were completely factored into small 
primes. These factorizations were combined to provide the following non-trivial 
solution of Legendre'S congruence: 

233503648380835852 I 772321436182279564762 == 
== 2518647814572804129731227193485202122232 mod F7, 

from which the factorization was deduced. The Gaussian elimination used 1504K 
bytes of computer storage and the whole computation took less than 2 hours of 
computing time on a fast computer. 

In the years 1980-82 Thorkil Naur [17], [18] ran CFRAC on what he de­
scribes as a "reasonably fast computer which can be used almost exclusively for 
factorization." The computing times are reported to range from "less than an hour 
for 35 digit numbers to about 24 hours for 45 digit numbers and about a week 
for 50 digit numbers." The most difficult number reported by Naur was a 56 digit 
number Ni I which, after 35 x 24 hours, was factorized as 

5603023 94853703 82805887 x 8 8934032457788067 00898245 74922371. 

(The numbers Naur had chosen to factor were, apart from lots of Fibonacci numbers 
and numbers of the form an ± 1, defined recursively by A. A. Mullin [19] as PI = 2 
and 

Ni = PI . P2 ... Pi-I + 1, where Pj = the largest prime factor of Nj . 

Before the next Mullin number Pi can be determined, the largest prime factor of 
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Ni must be found. The numbers Ni grow quite rapidly: 

N2 =3, N3 = 7, N4 = 43, Ns = 1807 = 13·139 

N6 =251035 = 5 . 50207 

N7 =12603664039 = 23·1607·340999 

Ns =4297836833293963 = 23 . 79 . 2365347734339 

N9 =10165878616190575459068761119 = 

=17·127770091783·46802225641471129 

NIO =89·839491·556266121·836312735653·1368845206580129 

N\I =1307· Nil' 

where Ni I is the 56 digit number referred to above. These numbers are, inciden­
tally, precisely the numbers we employed on p. 40--41 in order to construct an 
infinite set of primes.) 

Running Time Analysis of CFRAC 

The Morrison-Brillhart version of CFRAC has been subject to detailed heuristic 
theoretical running time analysis [15]. The optimal choice of the search limit 
BJ, if the Early Abort Strategy is used, is governed by the supply of smooth 
integers, which is given by (5.29). The optimal value of BI turns out to be BI = 
N(lnlnN/lnN)I{2, leading to an estimation ofthe running time, which increases as 

C. N"jI.SlnlnN/lnN , (6.18) 

presumed that the dependencies can be found by a process that runs faster than 
Gaussian elimination.-Experience with computer programs for CFRAC seems 
to confirm this increase with N.-How the exponent in (6.18) varies with N can 
be seen in a table on p. 218. 

The Quadratic Sieve, QS 

In the Morrison-Brillhart method most of the computing time is spent on factoring 
the quadratic residues. What is particularly disadvantageous is that most residues 
do not factor completely within the factor base (even if the technique described 
allowing for one large factor is used). As we have already pointed out, the 2059 
factored residues, mentioned above in the factorization of F7, were found after 
as many as 1,330,000 trials. Another disadvantage is that if N is large the trial 
divisions have to be carried out on multiple precision numbers. 
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If a procedure could be devised such that those trial divisions which would end 
in failure were never performed, and if those residues could be directly pointed out, 
which factor completely within the factor base, clearly a great gain in computational 
labour would result. Such a procedure has been found by Carl Pomerance [15], 
[20]. It is called the qumlralic sieve and can be described as follows. 

With l..[NJ = m, small quadratic residues can be generated as 

Q(x) = (x + m)2 - N, x = 0, ±1, ±2, ... (6.19) 

These numbers form an arithmetic series of the second order. Each of the residues 
may be identified by its argument x. Now it so happens that for each prime p in 
the factor base, the prime power p"IQ(x) at points x, which are evenly spaced 
with difference p" because 

(6.20) 

for k = 0, ± I, ±2, ... Thus, if only one single value of x can be located, for which 
p" I Q(x), then other instances of this event can be found by a sieving procedure on 
x, similar to the sieve of Eratosthenes for locating multiples of p" in an interva1. 

Smallest Solutions to Q(x) == 0 mod p 

The values of x for which paIQ(x) are falling into two series, corresponding to 
the two solutions of the quadratic congruence 

(x + m)2 - N == 0 mod pa. (6.21) 

If p is an odd prime not dividing N and if onesolutionxa_1 to (6.21) for mod pa-I, 
where a > I, is Irnown, then a whole series of solutions can he found by putting 
x .. = Xa-I + Zp .. -I, yielding 

Dividing by pa-I we get 

(Xa-I + m)2 - N 
-----=-1-- + 2(Xa -l + m)z == 0 mod p. 

p"-
(6.22) 

This is a Hnear congruence for z. whose solution exists and solves (6.21) for ex> 1. 
(The solution exists because GCD(p, N) = 1 implies (Xa-I + m, p) = 1.) The 
problem of solving (6.21) is thus reduced to solving 

(x +m)2 - N =Omodp, (6.23) 
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which has solutions when (N / p) = 1 (or when pIN, a case which has, however, 
been ruled out in advance by trying N for all small factors). For p = 4n + 3 (6.23) 
has the two solutions 

x == -m ± N(p+I)/4 mod p. (6.24) 

For a prime p of the form 4n + 1 the two solutions of (6.23) are more complicated 
to find (see remark on p. 285), but can still be found in nearly polynomial time. 

Remark. If the search limit. and thus also p, is small (less than about 20000, if there are 
about 1000 primes in the factor base), (6.21) could also be solved by trial and error. Or. 
better still. since solutions are sought for all primes in the factor base, one could perform 
some trial divisions with these primes and note for which values of x there is a "hit" with 
the prime p. 

The divisibility rules for Q(x) by powers of2 are a little bit more complicated 
than for odd prime powers, and we do not discuss this here. 

In order to save still more computing time, the multiple precision divisions 
occurring in the quadratic sieve in the search for small factors can be replaced 
by single precision subtractions in the following manner. For each argument x in 
the sieving interval, start by loading the corresponding entry with an approximate 
value of log I Q(x)l. When a location x is identified for which pal Q(x), subtract 
log p from what is in the corresponding entry. (Remember that if pa I Q(x), it 
has already earlier during the sieving process been established that pa-II Q(x).) 
Choose some bound H and sieve for all pr ~ H, where Pi ~ HI is in the factor base. 
Those quadratic residues which after the sieving have their corresponding entry 
~ 0 can now be computed and factored by trial division-they are guaranteed to 
factor. 

Special Factors 

Those residues for which the entries lie between log Pm and 210g Pm factor com­
pletely within the factor base except for one possible additional special prime factor 
q. (It may happen that such a residue is instead divisible by a power> H of a prime 
in the factor base.) Just as is the case in the Morrison-Brillhart method, the spe­
cial factors greatly increase the efficiency of the process, when several completely 
factored residues containing the same special factor q can be obtained. This is 
achieved by sieving for small factors on a subsequence of residues, corresponding 
to values of Q(x) all divisible by q. James Davis and Diane Holdridge report [21] 
that this technique may, for large numbers N, reduce the sieving time needed to 
produce a nearly square matrix to about one-sixth of the time needed without this 
device. 

Results Achieved with QS 

In [21] the factorization of some at the time difficult numbers is reported. They 
vary in size from 51 to 63 digits. The factor bases used contained between 6485 

206 



THE MULTIPLE POLYNOMIAL QUADRATIC SIEVE, MPQS 

and 6568 primes, and the number of initial residues sieved ranged from 1.5 . 108 

to 5.5 . 109 • The number of residues with special factors q ranged from 109 to 
1.7.1010• The running time ranged from one hourfor N = 2193 -1 to 7.82 hours 
for 2198 + 1 on a CRAY-l computer.-Through this effort the old question about 
the structure of the original Mersenne numbers Mn = 2n - 1 for n prime S 257 
has been completely answered. The most difficult of these factorizations turned 
out to be M253, M 193, M211 and Mm.-Also the 71-digit number (1071 - 1)/9 
was factored in 9.5 hours by aid of SANDIA's CRAY XMP computer. The result 
is reported on p. 410 in this book.-See also [22]. 

The Multiple Polynomial Quadratic Sieve, MPQS 

The quadratic sieve just described generates a set of quadratic residues mod N, 
factorable within the factor base from a single polynomial Q (x) = (x + L.JX J)2 -
N. Since smooth numbers are not too common, we have to do a lot of sieving 
before the necessary number of easily factorable squares is found. This leads to 
much sieving for large values of x, which is costly, in part because the values of 
Q(x) will soon exceed the size of single precision numbers, and in part because 
larger numbers are less likely to be smooth. This problem is coped with by the 
following idea of Peter Montgomery, see [22]. In t 2 - N, replace t with at + b, 
where a and b are integers satisfying b2 == n mod a, and Ibl s a12. The resulting 
polynomial 

(at + b)2 - N = a(at2 + 2bt) + b2 - N 

will then have all its values divisible by a. If a is also a square, we have to find 
the smooth values of 

1 ~-N 
- (Cat + b)2 - N) = at2 + 2bt + --. 
a a 

(6.25) 

Since there are many choices for a and b, each polynomial used can be run for 
values of t between much smaller limits than with the simple quadratic sieve 
using only one polynomial, and we can still find the necessary number of smooth 
quadratic residues mod N. 

A more detailed account of MPQS with recommendations for the size of the 
factor base for numbers of various orders of magnitude etc. can also be found in 
[22]. 

Results Achieved with MPQS 

In Silverman's paper [22] some impressive factorizations are reported. Thus the 
74-digit number 

2272 + 1 
5441(216 + 1) = 335631827046798245410603730138717057· P38, 
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and the 81-digit number 

2269 + 1 factored as 424255915796187428893811· P57. 

For 50-digit numbers and larger, MPQS runs about 10 times faster than CFRAC, 
and it is one of the most used methods for factoring "hard" numbers, i.e. numbers 
with a large penultimate factor. It has lately (1993) been used by A. K. Lenstra 
and M. Manasse to factor such large numbers as 

and 

10142 + 1 
~--~--~~--~~-----------= 
101·569·7669·380623849488714809 

= 771692651883350877868950850494· 

·93611382287513950329431625811490669· P50 

(3329 + 1)(3 + 1) 
~~----.=-----------~---------= 
(37 + 1)(347 + 1) . 36913801 . 177140839 

= 2467707882284001426665277903676806 29183726 97435241 . P67, 

both of 116 decimal digits. 

In April 1994 a version of MPQS, called the double large prime variation of 
MPQS, was used by Arjen Lenstra and Derek Atkins to factor the so-called RSA-
129, a number that had been given in 1977 by the inventors of the RSA encryption 
scheme as a challenge to computer scientists. This number is the product of two 
primes of the same order of magnitude and thus hard to factor. The sieving was 
carried out in 8 months by about 600 volunteers, consuming an estimated 5000 
mips years, equivalent to executing approximately 1.6· 1017 computer instructions. 
The reduced matrix containing the linear combinations found had 188614 rows 
and 188160 columns. 

Running Time Analysis of QS and MPQS 

A heuristic running time analysis of the quadratic sieve algorithm using Gaussian 
elimination indicates an asymptotic running time of 

CN./I.125lnlnN/lnN, (6.26) 

asymptotically faster than (6.18) and with a cross-over point with (6.18), which 
is highly machine-dependent but may be as large as ~ 1(f>O. With an idea by 
Wiedemann [23] for the elimination and searching for dependencies between the 
relations found, the (heuristic) running time comes down to 

(6.27) 
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Even though QS and MPQS show the same exponent for the running times, 
MPQS runs a lot faster than the original QS, because the basic operation of the sieve 
is so much faster in MPQS. It is this effect that has made possible the factorization 
of the large numbers, reported in the preceeding section.-Again the variation of 
the exponent in (6.27) with N is shown on p. 2I8.-See also [24]. 

The Schnorr-Lenstra Method 

The ideas published by Shanks on class groups in [8] have been taken up and 
developed further by Schnorr and Lenstra [25]. The resulting factorization algo­
rithm, which is quite complicated, has been subject to computer implementation 
and testing. It seems to be faster than the Morrison-Brillhart method, having an 
asymptotic mean running time of only 

o (N-v'lnlnN/lnN). 

However, even if the mean running time is smaller than (6.27), the running times for 
numbers of approximately the same size vary enormously, and thus the running 
time for any particular number is quite unpredictable. This disadvantage can 
partly be remedied the same way as in Shanks' method SQUFOF, where one or 
more multipliers may be utilized. Applying the algorithm on several numbers kN 
simultaneously will greatly enhance the possibility of hitting upon a factorization 
rapidly and wiII thus help avoiding the very long running times that otherwise may 
occasionally occur. The interested reader may find a short account of the Schnorr­
Lenstra method in [11], pp. 474-475.-This method has been superseded by the 
Elliptic Curve Method, which is simpler to implement and runs faster. 

Two Categories of Factorization Methods 

Most of the factorization methods presented here can be placed into one of two main 
categories. The first category consists of those methods in which a prime factor 
of the number to be factored is constructed from some arithmetic properties of 
this number. Examples are Gauss' factoring method, Morrison-Brillhart's method 
CFRAC and Shanks' SQUFOF, and the number field sieve NFS. 

The second category contains such methods as Pollard's (p - I)-method, 
Williams' (p + I)-method and the elliptic curve method, ECM. Characteristic for 
these methods is that the order of an element of some group plays a key rOle. 
Suppose we have a group G of integers or of rational numbers. If we reduce all its 
elements mod p, we get another group, which we denote by G p' The order m of the 
group G p can, in simple cases, be expected to be of the same order of magnitude 
as p. Under favourable circumstances there may, however, be many elements of 
G p with a much lower order than m. If such an element can be found, this element 
can be used to reveal p. Or the order of the group could be a number, composed of 
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only small prime factors, a so-called smooth number, in which case there exists a 
shortcut to find p.-The problem in factorization is, however, that we do not know 
P in advance. Instead of working in the group Gp , we will have to work in the 
original group G with its elements reduced mod N instead of mod p. To find some 
element x of low order, or to find an element, whose order is a smooth number, one 
has to compute powers of x under the group operation, until the identity element 
mod p is revealed. When this happens, the factor p is usually found by taking the 
GCD of N and some key quantity, resulting from the computations. 

Lenstra's Elliptic Curve Method, ECM 

This method of factoring, announced by H. W. Lenstra in 1985 [26], makes use of 
a group that is different from the one used by the (p - 1)- or (p + I)-methods; 
but the strategy in the computations remains very similar. (For the reader, who is 
not familiar with the basic properties of elliptic curves, these have been described 
in Appendix 7.) 

Let E(A, B) be the group of rational points on the elliptic curve 

By2 = x 3 + Ax2 + x, with B(A2 - 4) #- 0, (6.27) 

where we have followed the suggestion of Peter Montgomery in [27] for the choice 
of representation of an elliptic curve. After choosing rational values of A and B, 
and a rational starting point PI = (XI, YI), compute the x-coordinates of suitable 
multiples of PI recursively, using the group operation: 

Pi+1 == Pi . Pi mod N, (6.28) 

where Pi is the ith prime, with the smaller primes p added to the sequence of 
primes every time some power pa of p is passed. Use the technique described in 
Appendix 7, based on the formulas (A7.11) and (A7.16). Now and then, check if 
1 < GCD(Xi+I, N) < N, in which case a factor of N is found. Proceed in this 
way up to some search limit BI, and then go on with phase 2, much in the same 
way as is done in the (p - I)-method previously described. 

Phase 2 of ECM 

Also ECM is capable of being continued if the above search does not find any factor. 
The idea of the continuation is the same as the one used for the continuation of the 
(p - I)-method. It even pays off a lot better than does phase 2 in p - I, since the 
amount of computing needed in one cycle of the continuation is, relatively seen 
less important in phase 2 of ECM than in phase 2 of p - 1. Phase 2 in ECM 
consists of checking, for each prime qi between B1 and a much larger limit B2 , if 
this one more prime will suffice to reveal the factor p. Suppose the end result of 
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phase 1 is a point Q = (xm, Ym) mod N, where we have not computed Ym (in order 
to save computing time). We would like to compute qjQ mod N = (Zj, Wj) and 
check if GCO(Zj, N) > 1. How could this be done? We know that 

B 2 3 A 2 Ym =Xm + Xm +Xm, 

but we cannot find Ym mod N, since we cannot take square roots mod N without 
knowing the factorization of N. Instead, define B' = x! + Ax~ + Xm • Check that 
GCO( B', N) = 1. (If not, we have probably found a factor of N.) Now, use the 
curve 

B' y2 = X3 + Ax2 + x 

instead of the original curve during phase 2. The point (x, y) on the new curve 
corresponds to the point (x, Y . Ym) on the original curve, and thus the new curve 
resembles the old curve, which has been compressed by a factor IYm I in the direction 
of the y-axis. All prime multiples of Q mod N needed can be systematically 
computed using the composition rules, given in Appendix 7. To explain how, let 
us try to figure out how many compositions ofthe type j Q + j Q or j Q + (j + 1) Q 
will be needed to compute the prime multiples qQ. 

Suppose we wish to perform this search up to some limit B2, considerably 
larger than BI • Let us investigate, how many "units of work," each consisting of 
the computation of the x-coordinate of the composition of one of the two types just 
mentioned, will be needed. For each prime p in the interval [Bz/2, B2] we need 
one unit of work if the multiples j Q = 4 (q - I)Q and (j + I)Q = 4(q + 1) Q 
have already been made available. These j's are all in the interval [B2/4, Bz/2], 
and to this set of j's we have to add all primes in this same interval. (Some of 
these may coincide with values of j already in the set.) 

To compute the corresponding multiples of Q, we need more "stepping 
stones", this time in the interval [Bz/8, Bz/4], and so on. It looks like we should 
need about 2 . Llog2 q J units of work to find q Q, as in Exercise A 7.1 on p. 325 in 
Appendix 7. But there is one important difference. Since we want q Q not only 
for one isolated value of q, but for all prime values of q between BI and B2 , the 
stepping stones needed will soon coincide, and considerably less work than might 
be expected is actually needed. 

To make the reasoning less abstract, let us fix BI and B2 to, say 20000 and 
800000, respectively. (Incidentally, this is an optimal choice of parameters if we 
are searching for factors p of N up to P ~ 1020.) In the interval [400000, 800000] 
there are 30091 primes, and in [200000,400000] there are 15876 primes. Thus, 
in [200000,400000] we shall need at most 2·30091 + 15876 = 76058 multiples 
j Q. In the next step down, we are working in the interval [100000,200000], in 
which more than half of all values of j will be needed. So in order to simplify the 
analysis, let us compute j Q for all values up to 200000. 

Summing up, we find by this very crude analysis that we need at most 
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units of work, which amounts to ~ 300000 for B2 = 800000. To search the interval 
up to B, during phase 1 in ECM consumes about 2rr(B,) log2 B, ~ 3B, = 60000 
units of work, with our choice of search limits. (If a more careful analysis is 
made, the result is that phase 2 can be made to run much faster than our figures 
seem to indicate. Also, there are some other refinements which can be introduced 
to further speed up phase 2 of ECM. As a matter of fact, Montgomery reports 
in [27] a value of K as high as 170, where K is the ratio between the running 
times for phase 1 and phase 2 per unit of interval. To achieve this remarkable 
result, an advanced technique for fast evaluation of monic polynomials of degree 
2k - 1 is used, among other things, and we have to refer the interested reader to 
Montgomery's paper.-Our crude analysis only produces the value K = 8.) 

The success of the factor search depends on whether the order of E(A, B) 
mod p is highly composite or not. Since the order of an element of a group divides 
the order of the group, this implies that in such a case the order of PI in the group 
is also highly composite, and thus the factor p will be revealed as soon as all prime 
powers, being factors of the order of P" have been reached in the computation. 
One problem is that one cannot tell in advance which values of A and B will lead 
to highly composite orders of E(A, B). This sad fact is countered by doing the 
computations on a bunch of elliptic curves in parallel by running 100 cycles at a 
time for each of 20 or 100 or some other number of different elliptic curves. 

The Choice of A, B, and P, 

In [27] Montgomery gives the following simple rules for selecting suitable param­
eters of the elliptic curves. Select 

lx, = 2 
m = 3,4,5, ... 
k = (xr - m 2)/(x, (m 2 - 1» 
A=k+l/k 
B = A +2. 

(6.29) 

Each value of m picks a new curve for the parallel computation, which uses several 
curves in the same round. This particular selection of parameters forces the order 
k of E(A, B) to have a factor 12, thus increasing the possibility that k be highly 
composite.-See also [28]. 

Running Times of ECM 

The basis of the running time analysis for ECM is (A7.11) and (A7.16) from 
Appendix 7. If N is large, the heavy burden in evaluating these formulas consists 
of doing the mUltiplications and squarings mod N. To evaluate (A 7.11) costs 5 such 
operations, and to evaluate (A 7.16) costs 6 operations, if the latter versions are 
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used, all additions and subtractions uncounted. To evaluate p . Xm using the binary 
method thus costs 11 multiplications mod N per binary digit of p, or roughly 
11 . log2 P ~ 16ln p such operations. To cover the entire interval up to BI will 
then cost L 16ln p ~ 16BI operations, which means that the cost during phase 
1 is about 16 multiplications mod N per interval of unit length.-A detailed and 
most interesting analysis of ECM has recently been given by Robert Silverman 
and Samuel Wagstaff in [29]. Much experience has shown that the factors are 
found roughly in increasing order of magnitude (there are exceptions !). The order 
of magnitude of the running time for ECM is about Cpl/5 for factors p of N with 
between 5 and 40 digits. On the size of factors, possible to find with ECM, the 
authors of [29], who are very experienced with this method, say (in 1991): "ECM 
will find 10- to 15-digit factors quite quickly, 20- to 25-digit factors with an effort 
of perhaps ten hours, and 30- to 35-digit factors with considerable difficulty. Over 
the last several years the combined efforts of many researchers have resulted in 
hundreds of thousands of trials with ECM, and we have found exactly two 38-
digit, one 37-digit, and one 36-digit factor."-In [29] also some recommendations 
are given for the size of the search limits and other useful strategies to optimize 
the factor search with ECM. First, because of the great speed per cycle of phase 
2, as compared with phase 1, B2 should be put to about 40B I, if one cycle of 
phase 2 is running 100 times faster than one cycle of phase 1. (This explains the 
choice of BI and B2 made above in the description of phase 2 of ECM.) In [29] 
the recommended choice of B2 = O.4K BI is the result of two effects. First, the 
above mentioned ratio K between the speeds with which the computer searches 
an interval of given size during the two phases influences how high one should run 
B2 to achieve maximal probability of success, having a fixed amount of computing 
time at disposal. Second the probable size of the prime factors of the order of the 
point P in the group Gp strongly influences the choice of search limits. Phase 2 
will be a success, if all prime factors, except the largest one of the order, are S B I, 
and the largest one is between BI and B2. 

Also these limits depend heavily on the size of the factor, that we expect to 
find. Thus, BI should be 400 for p ~ 1010, BI should be 18000 for p ~ 1020, 
and BI should be 400000 for p ~ 1030. Since we do not know what size of p 
to expect, and since phase 1 runs much slower than phase 2, it pays to alternate 
between phase 1 and phase 2. First, put BI = 400 and B2 = 16000, say. If this 
run is not successful, then it is likely that the factor has more than 10 digits. Then 
raise the limits, say to BI = 3000 and B2 = 120000, to catch a factor with up to 
about 15 digits, and so on. Also, the optimal number of curves used, varies with 
p. The authors of [29] recommend using 5 curves for p ~ lOIS, and make the 
remark: " ... if one wants to perform ECM with just one curve, then one should 
use the P - 1 algorithm instead, since it is significantly faster." The computer 
program Mathematica, which has ECM implemented, uses 2 curves for N < 1020, 
4 curves for 1020 < N < 1030, and 8 curves for N > 1030. 

213 



MODERN FACTORIZATION METHODS 

Recent Results Achieved with ECM 

Since the quotation by Silvennan and Wagstaff given above was written in 1991, 
even larger factors have been found by ECM. In the beginning of 1994 the two 
largest factors so far reported had 39 digits (by Silvennan in a cofactor of 3415 - 1) 
and 42 digits (by D. Rusin in a cofactor of 10201 - 1). 

The Number Field Sieve, NFS 

The number field sieve by J. M. Pollard [30]-[32], or NFS for short, is the most 
efficient method invented so far to factor numbers of the special fonn N = r e + s, 
with rand s small integers and e possibly large. Examples of numbers successfully 
factored with NFS are the Fennat number F9 = 2512 + 1 and the Mersenne number 
M 523 = 2523 - 1. 

The basic principle ofNFS is the same as for CFRAC, QS and MPQS, namely 
to find two congruent squares mod N. The difference between QS and MPQS on 
the one hand, and NFS on the other hand, is that the squares are formed not only 
from combining small rational integers mod N, but also by combining "small" 
integers mod N in some cleverly chosen algebraic number field, the choice of 
which depends upon the number N to be factored. 

The reader who is not acquainted with higher algebraic number fields, might 
now wish to consult Appendix 5, which covers the elements of this topic. 

We shall start by giving a very small example showing the details of the 
method. Let us try to factor N = 11 3 + 2. (This is obviously a case of re + s 
with r = 11.) This number N has been chosen so that the number field Q( H), 
discussed in some detail in Appendix 5, is suited for an attack on N. This is due to 
the fact that 113 == -2 mod N, which means that there is a natural homomorphism 
from the algebraic integers a + bz + cz2 with z = H to the residue classes 
mod N. The correspondence in question is 

a + bz + cz2 14 a + lIb + 11 2c mod N, (6.30) 

which is a homomorphism ¢, because with this correspondence we have (trivially) 
¢(u ± v) = ¢(u) ± ¢(v) for any u and v, and 

That this relation always holds is due to the fact that both sides can be reduced 
in a similar manner using fonnula (A5.8). This is so because Z3 = -2 on the 
left-hand side, and 11 3 == -2 mod N on the right-hand side. As we shall see, such 
a homomorphism is a central feature of Pollard's NFS. 
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Factoring both in Z and in Z(z) 

Suppose that, just as in the quadratic sieve, we try to factor a + br, for various 
values of a and b, into prime factors all belonging to some predetermined set of 
rational primes, our first factor base, FB 1. At the same time we may also try to 
factor the corresponding integers a + bz in Z(z) into prime factors belonging to 
some factor base FB2. Suppose further that we manage to successfully multiply a 
cleverly chosen subset of these factorizations as to produce a square as well out of 
the numbers a + br as out of the numbers a + bz. In such a case we would have 

(6.31) 

Applying the homomorphism q, then would give 

q,(q2) = q, (I!(ai + biZ») = I!(a i + bir) == i mod N. (6.32) 

Sinceq,(q2) = {q,(q)}2 = x 2, wefindasolutiontoLegendre'scongruencex2 == y2 

mod N. The goal of NFS is to build up simultaneous squares O(ai + biZ) and 
O(ai + bir) and then to proceed just as in QS or MPQS.-The "large prime" 
approach, using factorizations within the factor base, except for one larger prime, 
also helps to find enough square combinations. 

A Numerical Example 

After these explanations we are ready to undertake the computations in our example 
N = 113 + 2. Following the scheme given at the end of Appendix 5, we try to 
factor a + br into only small rational primes (and possibly a factor -1) and 
a + bz into "small" primes in Z(z) (and possibly a factor -1 and a power of the 
unit U = [1, 1,0]). Among the factorizations obtained for -50 :5 a :5 50 and 
o < b :5 50 we have picked out the following combinations, that are composed of 
small primes only: 

a,b -1 2 357 -1 U A B C D E F 

-7,1 0 2 000 0 0 0 1 1 0 0 1 
-4,1 0 0 0 o 1 0 0 1 1 0 1 0 0 
-1,1 0 1 010 0 0 0 1 0 0 0 0 
-1,3 0 5 000 0 0 0 0 1 1 0 0 
1, -2 1 0 1 0 1 0 0 0 0 0 0 1 0 
2,3 0 0 0 1 1 0 0 1 0 0 0 0 1 
5,4 0 0 0 0 2 1 3 0 1 0 0 0 0 
7,3 0 3 0 1 0 1 1 0 0 0 0 2 0 
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In this table U = [1,1, 0], A = [0,1,0], B = [-1,1,0], C = [1,0,1], D = 
[1,1, -1], E = [1, -2,0], and F = [3,0, -1]. 

Looking for square combinations, i.e., for sums of rows, yielding even numbers 
only, we find that row 3 + row 7 + row 8 results in 

TI(ai +bir) = (-1 +r)(5+4r)(7+3r) =2.5.72 .23 .5 = 1402, 
i 

and that 

TI (ai + biZ) = (-1 + z)(5 + 4z)(7 + 3z) = 
i 

= [-1, 1,0]· (-1)· U3 • [-1, 1,0]· (-1)· U· [1, -2,0]2 = 

( 2 )2 2 = U ·[-1,1,0]·[1,-2,0] =[1,5,3]. 

Now, tf>([I, 5, 3]) = 1 + 5·11 + 3.112 = 419, and thus 4192 == 14Q2 mod Nand 
we try GCD(419 - 140, N), which is 31, and so we have found the factorization 
N=31·43. 

The General Number Field Sieve, GNFS 

The account given on NFS so far has presupposed that N is, as stated, of the simple 
form N = r C + s. But it is possible to generalize NFS to apply to any number N. 
The first thing to do is to find an algebraic number field defined by an irreducible 
polynomial of some degree n, which can be used for this particular number N. 
Since large coefficients in the defining equation lead to heavy computations, all 
the coefficients should be chosen smaller than some limit m, say. The number of 
algebraic equations of degree n with all their coefficients < m is mn+l , which has 
to be of the same order of magnitude as N in order that there be a reasonable chance 
that one of these equations could be used for the given number N. It turns out that 
the computational work in executing GNFS will be minimized if n is chosen about 
(~ In N / In In N) 1/3, and then to take m ~ N I/n. Suitable polynomials f (x) are 
not too difficult to find. First write N as an integer in the positional representation 
system with base m: 

n 

N = L a;m;, with 0 ~ a; ~ m - 1. 
;=0 

Now the polynomial f(x) = L aim; has the property f(m) = N == 0 modN, and 
will do if only f (x) is irreducible over Z. If not, just change some of its "digits" 
aj (they need not all fulfill 0 ~ ai ~ m - 1) until an irreducible f(x) appears. 
Because most polynomials are irreducible, this will happen after a few trials. 
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After having found a useful polynomial, the resulting algebraic field has to 
be studied. This is generally a very complicated and cumbersome task. We have 
to find its discriminant (which usually is of the same order of magnitude as N), 
and also to find an integral basis for the representation of the primes of the field. 
A description of the problems, which have to be coped with, can be found in [31]. 

Running Times of NFS and GNFS 

The running times for the special NFS and GNFS are determined from the optimal 
choice of the degree and the coefficient size of the polynomial chosen to define a 
suitable number field to work in. The choice of these parameters in tum depend 
upon the supply of smooth numbers, which is given by equations (5.29)-(5.30), 
or (5.32) in the relevant particular cases. Because of the tedious derivation of the 
results in this area, we do not give the deductions here, but merely state the main 
results: 

The running time for the (special) number field sieve is asymptotic to 

C . L (N ~ (32)1/3) = C . N(32/9)1/3(1nlnN/lnN)2/3 , 3' 9 ' as N ---+ 00. 

The running time for the general number field sieve is asymptotic to 

C . L (N ~ (64)1/3) = C . N (64/9)2/3 (In In N/ln N)2/3 , 3' 9 ' as N ---+ 00. 

(L is the function L(x, u, v), introduced on p. 165.) 

To be able to compare the performance of the various methods described, we 
give, in the following little table, the asymptotic running times, as N ---+ 00, for 
the main methods, expressed as C . NU, where ex is given as v (1n In N / In N) I-u , 
to use the very same parameters as are defining the function L. Numerical values 
of ex are also given for some values of N. 

This should be compared with the efficiency of those methods, whose running 
time depends mainly on the size of the factor p found. Thus, the running time for 
trial division is O(p), for Pollard's rho O(pl/2) and for ECM O(pl/5).-These 
kinds of estimations are essential to have available when it comes to finding an opti­
mal strategy for factoring large numbers with nothing known about the size of their 
factors.-For numbers hard to factor, two methods from these different categories 
may be compared simply by choosing p = ,J"N in the o (pS)-estimations just 
given.-A more recent experience with an implementation of GNFS is reported 
in [34]. 
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Run-time exponents for N = 1()2° to N = 10170 

Method v u 1()20 10s0 1080 10110 10140 10170 

CFRAC (3/2)1/2 1 0.353 0.249 0.206 0.181 0.164 0.151 2" 

QS 1 1 0.288 0.203 0.168 0.148 0.134 0.123 2" 

SNFS (32/9)1/3 1 0.291 0.182 0.142 0.119 0.105 0.094 :I 

GNFS (64/9)1/3 1 0.366 0.229 0.179 0.150 0.132 0.118 :I 

Results Achieved with NFS. Factorization of F 9 

Using NFS is so far the most efficient way to factor large numbers of the form 
N = re + s. It has been used by A. K. Lenstra, H. W. Lenstra, Jr., M. S. Manasse, 
and J. M. Pollard in 1990 to factor the Fermat number F9 = 2512 + 1 of 155 
decimal digits, and by Daniel J. Bernstein and A. K. Lenstra in 1992 to factor the 
Mersenne number M 523 = 2523 - 1 of 158 digits. These spectacular factorizations 
are reported in detail in [32] and [33], respectively. 

The number F9 has a small factor, 2424833, found by Western already in 1903. 
NFS can, however, not take advantage of a known factor, at least not if the special, 
faster version is to be used. Thus the entire number F9 had to be used as input to the 
factorization algorithm. Using the recommendation given above one finds that the 
optimal degree m of the number field should be (~ In 2512 / In In 2512 )1/3 = 4.49, 
which leads to the choice m = 4 or m = 5. Since 

for x = 2103 , the number field Q( V2) was chosen to work in. The corresponding 
ring Z( V2) is rather simple and much resembles the ring Z( N), studied in 
Ap~ndix 5. It is a '!'!!9ue factorization domain and the norm of z = a + bV2 + 
c;,,122 + d ifi3 + e,v24 is 

a 2e 2d 2c 2b 
b a 2e 2d 2c 

N(z) = c b a 2e 2d , 
d c b a 2e 
e d c b a 

which evaluates to a rather complicated expression. The norm of the simpler 
number z = a + b V2s is a5 + 2s b5 . Every unit of V2 can be written as 
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where m and n are integers and the numbers in the parentheses are the fundamental 
units of the ring. 

To factor F9, first the suitable primes of Z( 0) with norm up to 1294973 
(there are 99500 of them) were sought out. The labor of searching for enough 
smooth numbers, factorable within this limit, was distributed among 700 work­
stations around the world, running during night-time, when the ordinary work 
load is usually low. After about four months, this part of the computation was 
finished, having resulted in 226688 relations between 199203 different primes in 
the factor base, -1, and the two fundamental units of the ring. By eliminating lots 
of "large primes" involved in the factorizations found, this was boiled down to a 
dense system of linear equations mod 2 with 72213 columns and 200 more rows. 
The dependencies between the rows were revealed by Gaussian elimination, per­
formed on a supercomputer called a 65536-processor Connection Machine. The 
first dependency yielded only the previously known 7-digit factor, but the sec­
ond dependency, after one more hour of computing, revealed the 49-digit factor. 
After having checked this factor and the 99-digit cofactor for primality, F9 was 
announced completely factored. See [32] for further details!-The factorization 
of F9 is given in Table 4 at the end of the book. 

The Mersenne number M 523 was found to have the factorization 

Mm = 160188778313202118610 5436853688786889-

32828701136501444932217468039063· P90. 

Other large numbers factored by NFS, reported in [33] are (2488 + 1)/257 
P49 . P97 and (2503 + 1) /3 = P55 . P97. 

Strategies in Factoring 

The various factorization methods we have described are alII useful in different 
situations. When factoring a large number, the method to be chosen must depend 
on knowledge about the factors of the number. To begin with you must make sure 
that the number is composite, so that you do not make a long computer run in vain 
resulting in nothing. Also, some methods will fail to factor powers, so you have to 
make sure N is not a square or a cube or some other (prime) power. Squares can 
easily be checked by the square finding methods described on p. 148, and similar 
methods could be introduced for cubes, fifth powers and so on. Easier to program, 
but a little bit slower, is to calculate x = L!ifNJ and compare x P with N, to check, 
if N is a pth power. This is done until x comes down to 3, which happens as soon 
as p > In N / In 4, which is a small number, compared to the number of steps in 
any factoring algorithm. 

Also, there is a difference in the applicability of on the one hand, those 
methods which yield the factors in approximate order of magnitude, such as trial 
division, Pollard's rho method or ECM, and on the other hand, those algorithms 
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whose running time is roughly independent of the size of the factors, for instance 
SQUFOF, CFRAC, or MPQS. It is frustrating to discover, after a very long run 
that N has the prime factorization N = 97 . p, which could have been obtained 
almost immediately by using trial division. 

Further, you could take a chance using Fermat's method in case N is the 
product of two almost equal factors, or Pollard's (p - 1 )-method (or the (p + 1)­
version of it) in the event of N having one factor p with p - 1 or p + 1 being a 
product of only small primes.-Some or all of these methods may be combined in 
such a way that, say, 10000 steps are run with each method to discover a possible 
"easy" factor. Only after all this fails, do you need to fall back on the "heavy 
artillery," i.e. the time consuming methods CFRAC, MPQS, or NFS. 

Well-balanced strategies, based on extensive computing experience, have 
been developed, but have also been changed each time a new method is introduced. 
We present a current strategy as follows: 

1. Make sure N is composite. Since very small divisors are quite common 
and are found very quickly by trial division, it is worthwhile attempting trial 
division up to, say, 100 or 1000, even before applying a strong pseudoprime 
test. 

2. Perform trial division up to 106 or 107 (or even higher, if all factors of N are of 
the form p = 2kn + 1 with n large!). If Pollard's rho method is available then 
trial division need only be performed to a much lower search limit, e.g. 104 , 

since the small divisors will show up rapidly also with Pollard's method. One· 
reason why trial division with the small primes is useful, despite the fact that 
Pollard's rho method finds small factors quickly, is that the small factors tend 
to appear multiplied together when found by Pollard's rho method, and thus 
have to be separated by trial division anyhow! A second reason for using 
trial division prior to applying Pollard's method is that although the running 
time for Pollard's rho method is only C l..fii while that for trial division is 
C2p, the constant C I in Pollard's method is much larger than C2, so that it 
is advantageous to first find the very small divisors by trial division rather 
than by Pollard's method, and to subsequently proceed with Pollard's method 
on a number which has been reduced in size by the removal of its small 
factors. This correspondingly reduces the size of the constant C I.-Apply a 
compositeness test on what is left of N, each time factors have been found 
and removed. 

3. Make sure N is not a square or some other power! 
4. At this point you need to "chance your arm," and with a little luck, shorten 

running time enormously-it could even be decisive for quick success or 
complete failure in the case when N is very large! The strategy to be employed 
is: Take the methods you have implemented on your computer covering 
various situations, which will mean one or more of the following: Pollard's 
(p -1 )-method, the (p + 1 )-method, Fermat's method for nearly equal factors 
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and whatever else you may have at your disposal. (Also Shanks' method 
SQUFOF can be included here-its running time being very irregular and 
unpredictable it may yield a factorization quickly.) The programs ought to 
incorporate re-start points, allowing the runs to be suspended after a certain 
number of steps and possibly later resumed from the same point. Try all 
these methods for a reasonable running time, depending upon your computer's 
capacity. Since you cannot possibly know in advance which of these methods 
will achieve a factorization (if a factorization will be found at all!), it is a good 
technique at this stage to run the program of each method in sequence for a 
predetermined number of steps, say 1000 or 10000, and suspending the runs 
at re-start points in order to be able to proceed, if necessary. If N does not 
factor during such a run you have to repeat the whole process from the re­
start points of the previous run. The combination of programs should now be 
tuned, i.e. the proportion of computing time given to each program adjusted 
so as to optimize the chance of success for the total amount of computing 
time expended. This can be realized by applying theoretical running time 
analysis, as well as practical experience from running the various programs 
in the program combination. It is also important at this stage not to consume 
excessive amounts of computing time on methods which have a comparatively 
high average running time, such as Lehman's method (0 (N°.33» or SQUFOF 
(0 (NO.25», at least not if the CFRAC algorithm with or without the quadratic 
sieve (O(N~.I5» is also available. 

5. Try the elliptic curve method! It runs in time C 2 VP as compared to C,,,;p 
for the rho method. But the constant C2 is much largl~r than C" so ECM 
needs more time to find comparatively small factors than Pollard's rho. You 
can find the cross-over point on your computer by making statistics on run 
times for finding small factors by both methods. Advance the parameters B, 
and B2 and the number of curves used, in a stepwise fashion, as described on 
p.213. 

6. If the number N has still not been factored, you will need to rely upon the 
"heavy artillery." Depending on the size of the number and on the capacity of 
your computer, this could be CFRAC, MPQS, or NFS. Now you have only 
to sit down and wait; fairly good estimates of maximal running times are 
available for all these methods, so that you will know approximately how 
long the computer run could take. 

How Fast Can a Factorization Algorithm Be? 

The author of this book believes that much faster factorization methods could be 
devised than those in existence today. There are probably factorization methods yet 
to be constructed which show polynomial time growth only with In N, at least that 
is the author's opinion. The argument in favour of this conject.ure is the following: 

A variation of the Prime Number Theorem, equation (2.6A) (on p. 44) states 
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L In Pi '" x. 
Pi:5x 

(6.33) 

Therefore, we expect the length (in digits) of the product of the primes between x 
and y to be 

~ L 10glO Pi ~ (y - x) 10glO e = 0.43(y - x) decimal digits. (6.34) 
X::;Pi::;Y 

The reader should now once again consider the expressions on p. 146. Here 
y - x = 100 and thus the products given should contain about 43 decimal digits. 
Indeed, the length of these products varies between 35 and 46 digits. As a matter 
of fact, the re-formulation (6.33) of the Prime Number Theorem states that the 
primes on average thin out at precisely the rate required to allow the product of 
all primes, in an interval of fixed length, to remain itself of fixed length. If we 
choose the interval higher up in the number series, then the individual primes will 
be larger but more scarce, and their product will still have approximately the same 
length (at least unless we are going so high up in the number series that there are no 
or very few primes in the interval under consideration).-Hence the product of all 
primes between t and 2t is a number containing about 0.43t decimal digits. Next, 
what can be said about the product Xk of all primes between 2k and 2k+l? This 
product has approximately 0.43 . 2k digits. Thus, if we let k assume successively 
the values k = 1, 2, 3, ... and form the numbers 

(6.35) 

then we can use Euclid's algorithm to find the factor P of N in log2 N trials, since 
the prime P will be present in Xk if 2k < P < 2k+ I, i.e. for k = LIog2 P J. What 
is wrong with this approach? Two things. Obviously one is the unmanageable 
size of the larger of the numbers Xk (already XIO has 435 digits!), and the other, 
the fact that all the primes are needed in order to construct the Xk'S. In what way 
can these difficulties be overcome? Firstly, the large size of the Xk'S can be dealt 
with if Xk mod N is computed rather than Xk. Since the length of Xk approximately 
doubles in each step, it is somewhat akin to the squaring and reduction mod N 
previously encountered in Pollard's rho method! But how can we avoid having to 
use all the primes? Actually we cannot, but possibly we could avoid employing 
each individual prime explicitly. If we allow a few multiple prime factors to creep 
into the numbers Xb then these numbers will grow a little faster than necessary, 
but perhaps will be easier to compute. Thus we could, for instance, instead of Xk 

choose Yk = 2 k+ 1 !/2k !, a number that is obviously a multiple of Xk (i.e. contains 
all primes between 2k and 2 k+ 1 as factors). Using Stirling's formula, we find that 
the number of decimal digits in Yk is approximately O.3k . 2k. However, we can 
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do even better than this by utilizing some other well-known numbers, such as the 
binomial coefficients 

( 2k+1) = (2k + 1)(2k + 2) ... (2k+1 - 1) ·2k+1 

2k 1 . 2 ... (2k - 1) . 2k ' 

which are also multiples of Xl. as none of the primes between 2k and 2k+1 in 
the numerator can cancel out, not being present as factors in the denominator. 
This number has only 0.6 . 2k digits, and is thus only slightly longer than the 
true Xk' Therefore, if we could discover a means of generating the binomial 
coefficients e;:I) by using only the four elementary operations and possibly some 
other operation which can be performed mod N, then we would finally be able to 
obtain the factor p of N in log2 p steps! If we were able to generate e;:) mod N 
in 0 (log N)k seconds, then, as we shall see in a moment, a factorization algorithm 
operating in polynomial time would actually be at hand. 

We may now look afresh at Pollard's rho method. The reader ought, for the 
moment, to forget all about the comer-stones ofthis method, the birthday problem 
and Floyd's cycle-finding algorithm, and instead regard the algorithm as follows: 
The product Qi in (6.6) will successively contain more and more of the small 
primes, just like 2k! or the product of the binomial coefficients 

Unfortunately, the very large primes in Qi, which are most unlikely to be factors 
of N anyway, are present in "normal" quantities, as demonstrated earlier using the 
algebraic model of the rho method, and so Qi contains, on average, all the primes 
up to only about C j2 for some constant C, which is poor considering the huge size 
of Qi. The number of digits of each new factor of Qi doubles twice in each step, 
and so does the number of digits of Q i, which thus turns out to be about C . 4i for 
some constant C. If only the small primes were present in Q" then its size would 
allow all primes up to In Qi ~ CI +4i In 2 to appear and, if this could be achieved, 
only 0 (In p) steps would be necessary to find the factor p by performing Euclid's 
algorithm, which is o (log N) in time, on Qi and N. 

Summarizing this line of thought: Pollard's rho method may be regarded as 
a technique for generating huge integers which, after i steps, contain all the small 
primes up to some limit Cj2 as factors, and the amount of work needed to find a 
specific prime factor p of N is therefore 0 (-JP) steps. An "ideal" prime generator 
could, after i steps, contain the primes up to about Cri and would thus require 
only O(ln p) steps, with each step performing in o (log N)k+1 seconds, in order 
to identify p as a factor of N. This corresponds to polynomial time performance. 

Even if such an ideal prime generator cannot be constructed, the enormous 
gap between the orders of magnitude -JP and (log p) (log N)k+ 1 means that there 
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is certainly much room for improvement of existing algorithms. Ultimately, the 
ideal could be approximated so closely that in practice, a factorization algorithm 
performing in nearly polynomial time would be achieved. 
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CHAPTER 7 

PRIME NUMBERS AND CRYPTOGRAPHY 

Practical Secrecy 

There is a remarkable disparity between the degree of difficulty of the task of 
mUltiplication and that of factorization. Multiplying integers together is a rea­
sonable exercise for a young child if the integers are small, and it remains a very 
straightforward task even when the integers are very large. The reverse operation, 
however, that of resolving a given integer into factors, is cumbersome except for 
the very smallest integers and becomes near to impossible for large numbers. This 
assymmetry is exploited in a new kind of cryptosystem, called RSA after its dis­
coverers, Rivest, Shamir and Adleman. In the RSA system secrecy is provided by 
placing a would-be codebreaker in a situation where in principle he commands all 
information necessary for reading the protected message but is confronted with an 
arithmetic task which in practice is prohibitively time-consuming. 

In this chapter we describe and discuss the basic algorithms underlying such 
cryptosystems. 

Since these systems seem to achieve secrecy without keeping any key secret 
they are often referred to by the term Public Key Cryptosystems or Open Key 
Cryptosystems. We prefer the designation Open Encryption-Key Systems, since 
there also is a decryption key which, of course, must be kept secret. 

Keys in Cryptography 

Encryption may be seen as an operation on a segment (coding unit) of plaintext 
T yielding a corresponding segment of ciphertext C according to an encryption 
function f: 

C = f(T). (7.1) 

Decryption is the inverse operation, performed by the function f- 1: 

(7.2) 

In most conventional cryptosystems, the mathematical relation between f and 
f- 1 is trivial. For decryption, the encryption tables need only be read the other 
way round. If encryption is performed as word-by-word substitution of codes for 
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plaintext words, then the writer will require, say, an English-to-Crypto code-book 
while the reader will find it convenient to have a Crypto-to-English dictionary, if 
the crypto vocabulary is at all large. Either of these books can be obtained from 
the other by a mere sorting process. 

The encryption function / is traditionally defined by an algorithm and one or 
more parameters for that algorithm. The parameters (key o/the day) are changed 
more often than the algorithm, and different sets of parameters may be chosen 
for different correspondents sharing the same algorithm (and communications 
network and crypto machinery). It is customary for cryptographers to assume that 
the algorithm is known to illegitimate readers, the enemy, but that the parameters 
are not, and the set of parameters is therefore called the key. Similarly, /-1 is 
described by a different algorithm with its own parameters. Since these two sets 
of parameters, if at all different, can easily be derived, one set from the other, the 
term key is often used loosely for the set of parameters as well for encryption as 
for decryption. 

Now, the innovation introduced by RSA lies in the design of a system where 
/-1 may remain unknown to someone who possesses /. The existence of such a 
crypto opens up fascinating perspectives. Since f can be openly announced, crypto 
traffic is not hampered by the traditional difficulties of safely conveying the key 
from one place to another. The key for each addressee could in fact be published 
in a telephone directory or-to take a more practical example-in conjunction 
with the list of mailboxes in a computerized message system. The cryptosystem 
becomes less vulnerable, since every correspondent will have sole responsibility 
for the decryption key applicable to messages directed to him. Unauthorized 
readers will gain nothing if they come into the possession of what is otherwise 
lethal for most cryptosystems, a pair of plain and crypto texts. In fact, a sender of 
encrypted text will not be able to decode what he himself has written! 

In this context we can no longer consider the distinction between the encryp­
tion and decryption keys as one involving merely a practical reformulation. The 
practical inconvenience for the unauthorized reader is precisely the heart of the 
matter. This is the reason why we shall prefer the term Open Encryption-Key 
Systems. 

In a famous paper [1] Claude Shannon, the father of mathematical information 
theory, discusses the security of secrecy systems. He shows that the plaintext can 
be completely and unambiguously recovered if and only if the redundancy of the 
plaintext is at least as large as the sum of the noise and the information content of 
the key. Here redundancy and information content of the key have to be taken in 
the quantitative sense defined by Shannon in his paper. He hastens to add that this 
is a theoretical lower limit: where a cipher is breakable in principle according to 
this condition, it could still be practically secure because the number of operations 
required to determine the key might be excessively large. Cryptosystems, he 
points out, differ not only in the size of the information content of their keys 
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but also in the amenability of the cipher text to effective tests.-The ciphers now 
under discussion represent an extreme case in the relation between key size and 
computational complexity for the codebreaker! There is no secret key information 
to detect whatsoever and "only" a formidable computational problem!-From this 
point of view, the RSA-system can be regarded as having a key with information 
content zero. Such cryptosystems have not been in use earlier. 

Arithmetical Formulation 

It is often convenient to describe the functions I and 1-1 by using arithmetical 
formulas. To do so, we first need to represent the text, plaintext as well as crypto­
text, as a series of digits which can be split into parts and each part interpreted as an 
integer. Thus, each segment of text to be encrypted or decrypted (i.e. each coding 
unit) has first to be expressed as an integer. A common way of deriving such an 
integer representation of the text is to replace each letter and punctuation mark 
by a two-digit decimal number and splitting the resulting decimal digit string into 
integers of suitable size.-In order to simplify the terminology in the following, 
we shall use the words plaintext and cryptotext also for the integer representations 
of the coding units of plaintext and cryptotext, respectively. 

Example. A large class of encryption algorithms may be described as addition of 
a number to the (integer representing the) plaintext of a coding unit: 

C = T + k, yielding T = C - k, 

which is the corresponding decryption algorithm (where k, of course, is the key). 

RSA Cryptosystems 

The encryption algorithm in the RSA type of ciphers can be described as expo­
nentiation of the plaintext, followed by reduction mod N: 

C == Tk modN. (7.3) 

Decrypting, then, would entail extracting the kth root of C mod N. Now, while 
it is possible with reasonable computational effort, to raise to a power mod N, it 
is virtually impossible for very large C and N to extract the corresponding root 
mod N because of the absence of any (known) reasonably fast root extraction 
algorithm mod N for composite numbers N. The function I, having no easily 
computed inverse function 1-1, is therefore said to be a trapdoor function. See 
reference [3]. 

However, if k and N have been suitably chosen, it turns out that there exists 
an integer k' such that 

T == Ck' modN. (7.4) 
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This means that decryption as well as encryption is performed by the computa­
tionally acceptable operation of raising to a power mod N. In order to be able to 
perform this, the recovery exponent k' needs to be known and, though determined 
by k and N, k' is in fact not easy to find. 

Thus the basis of these procedures is that 

1. akk' == a mod N, for any a. 
2. Given Nand k, it is difficult to determine k' or any other integer s such that 

aks == a mod N. 

How to Find the Recovery Exponent 

This section contains deductions making use of certain results from group theory 
and number theory. Therefore, readers unfamiliar with these topics can either skip 
this section or, before reading on, consult Appendix I, in particular Lagrange's 
Theorem on p. 248, and Appendix 2, especially "The Structure of the Group Mn" 
on pp. 270-273. 

The connection between the encryption exponent k and the recovery exponent 
k' in an RSA cryptosystem may be found by considering the structure of the group 
M N of primitive residue classes mod N. From Lagrange's Theorem it follows that 
every element a of this group has an order e which is a factor of the order of 
the group, i.e. of the number of group elements, which is Euler's totient function 
cp(N). Thus, for any plaintext T transformed to an integer a mod N, we have 

a'P(N) == 1 mod N, (7.5) 

provided that GCD(a, N) = 1. (The exception GCD(a, N) > 1 will be discussed 
below.) Thanks to Carmichael's Theorem on p. 274, however, we can do a little 
better than this, namely 

aA(N) == 1 mod N, (7.6) 

where J...(N) is Carmichael's function. The reason why (7.6) is better than (7.5) 
is that J...(N) is always a proper divisor of cp(N) when N is the product of distinct 
odd primes, J...(N) being smaller than cp(N) in this instance. The choice of N as a 
product of precisely two primes turns out to be the principal case in RSA systems, 
a circumstance in which J...(N) takes a particularly simple form, viz. J...(pq) = 
(p -1)(q - 1)/GCD(p - I, q -1). Now, Theorem A2.12 immediately gives the 
relationship between k and k': 

a kk' == a mod N if kk' == 1 mod J...(N). (7.7) 

Note that provided N is a product of distinct primes, (7.7) holds for all a, thus 
dealing with the above-mentioned exception GCD(a, N) > 1 in Euler's Theorem. 
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Further. the function J(T) used in the RSA system is constructed as follows: 
Take a composite number N which is difficult to decompose into prime factors. for 
instance the product of two large primes p . q. Compute first )"(N). then choose 
an integer m such that you can find a factorization of 

m)..(N)+I=k·k'. (7.8) 

Now let the encryption trapdoor-function J(T) be 

J (T) = C == Tk mod N. (7.9) 

Knowing the factorization (7.8). by (7.7) we can now recover T from C by com­
puting 

Ck' == T kk' == Tm)"(N)+1 == T mod N. (7.10) 

The decryption is performed by aid of this formula. However, if the factorization 
(7.8) is not known then J (T) can be considered to be a true trapdoor-function which 
is practically impossible to invert. Since the decomposition of large integers into 
prime factors is, at present, difficult to accomplish, it is likewise difficult to crack 
the code by first splitting N into p . q, from this factorization computing )"(N) = 
LCM[p -1, q -1] and. finally. determining k' when Nand k (the encryption keys) 
are known.-It is because of this relationship between k and k' that the security of 
the RSA cryptosystems stands and falls with the difficulty of practically factorizing 
large integers. 

A Worked Example 

An easy way of becoming acquainted with the details of the RSA method is to 
work out an example in full. Let us first select two primes p and q of reasonable 
size rather than very large primes, in order to get an easier-to-handle example. We 
have to start by computing Nand )..(N): 

p = 4403346 54777631, q = 145295143558111 

N = 63978 48687952 71438588 31415041 

)"(N) = LCM[p - 1, q - 1] = LCM[4403346 54777630, 1452951 43558110]. 

Applying Euclid's algorithm to p - I and q - 1. we find the GCD of p - 1 and 
q - 1 to be 90. and so 

)"(N) = (p - 1~~q - 1) = 710 87207643 91839803 22589770. 

Next, we have the choice of two methods in order to find integers m, k and k' 
satisfying (7.8). Onealtemative is to try to factorizem>..(N)+1 form = 1,2,3, ... 
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successively until we obtain a factorization that can be used. The factorizations of 
the first six numbers of this kind tum out to be: 

)"(N) + 1 = 710872076439183980322589771 = 
= 1193·17107·55511 ·2990957·209791523 

2)"(N) + 1 = 1421 74415287 83679606 45179541 = 
= 47 ·131·199·1716499·3322357·203474209 

3)"(N) + 1 = 2132 61622931 75519409 67769311 = 
= 6257 ·674683 ·297801601 . 1696366781 

4)"(N) + 1 = 2843 48830575 6735921290359081 = 
= 17·53·5605331·5630220352 11575351 

5)"(N) + 1 = 3554 36038219 59199016 12948851 = 
= 15647·17450633·13017248387079301 

6)"(N) + 1 = 4265232458635103881935538621 = 
= 2293 ·29581 ·49864411·1261058128567 

Please note that the example given is unrealistically small. If you assume that no­
one can factorize your N, then it is probably about as difficult to find the complete 
prime factorizations of the numbers m)"(N) + 1 (which are of approximately the 
same size as N) as it would be to factorize N, unless you happen to be the only 
factorization champion around. For a much larger value of N than the one we 
have chosen. you would probably find only one or two small prime factors in 
attempting the factorization of the first numbers in the series m)"(N) + 1. Thus, 
unless particularly fond of factorizing, you might stop after having computed the 
first factor 1193 of the initial number )"(N) + 1 and then choose k = 1193 and 
k' = ()"(N) + 1)/1193 = 595869301290179363220947. 

The other alternative for obtaining valid combinations of m, k and k', 
which happens to be useful even if there is no factorization program at all avail­
able, is to compute m such that m)"(N) + 1 is divisible by some factor k that 
has been chosen in advance. This leads to a linear congruence mod k for m, and 
is therefore quite a simple problem. If, as an example, we pick k = 101, then 
m)"(N) + 1 == 0 mod 101, which leads to 11m == -1 mod 101 and m == 55 
mod 101. and thus we may choose m = 55, yielding k' = (55)"(N) + 1)/101 = 
387 1085564767833556 2121225l. 

Suppose in this example we decide to use the first possible combination found, 
m = 1, k = 1193, then the public keys for the cryptosystem in question will be 

N = 63978 48687952 7143858831415041 and k := 1193. 

Next, we consider the minor problem of converting the original text to integers 
mod N. This is achieved by translating the characters of the text into digits by 
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using some code like the following one: 

A=OI K=l1 U =21 1 = 31 
B =02 L = 12 V =22 2=32 
C=03 M=13 W=23 3 =33 
D=04 N = 14 X =24 4=34 
E=05 0=15 Y =25 5 =35 
F =06 P = 16 Z =26 6=36 
G=07 Q = 17 , = 27 7 =37 
H=08 R = 18 =28 8 =38 
1=09 S = 19 ? = 29 9=39 
J = 10 T =20 0=30 ! =40 

etc. until we reach 

blank space = 00. 

There is no need to construct a special conversion code since many codes for 
information interchange could be used that do already exist. If, working on a 
binary computer, you utilize the internal representation for the characters of the 
alphabet, the conversion of the plaintext to numerical representation is effected 
automatically when the computer reads the text. 

After deciding how to encode the letters and other characters, group the 
resulting numbers in such a way that the final number is < N. In our example, 
with N a 29-digit number, we group together 14 2-digit numbers, corresponding 
to a string of text consisting of 14 letters, figures or punctuation marks. Thus 
the original text is, this case, split into groups of 14 characters and, if necessary, 
extended with blanks to complete the final group of 14 characters. 

Suppose now that we wish to encrypt the following message: 

THIS IS AN EXAMPLE OF THE RSA PUBLIC KEY CRYPTOSYSTEM. 

First we apply the code above to transform the characters in the text into two­
digit groups. These are at the same time grouped together into 28-digit groups and 
the last one is filled out with blanks at the end: 

TI = 2008091900091900011400052401 

T2 = 13 16 1205 00 15 06 00 20 08 05 00 18 19 

T3 = 01 00 1621 0212090300 11 05250003 

T4 = 1825162015192519200513280000. 

Next, these numbers are transformed by means ofthe trapdoor-function C == T 1193 
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mod N, leading to 29 digits of ciphertext in each: 

CI = 38582 3351042658202111 82477004 

C2 = 34717 15763572 72707638 39377289 

C3 = 02867 37837457 8657887847201742 

C4 = 08831029120323443608499714688. 

Finally, these four 29-digit numbers, written in sequence, constitute the complete 
ciphertext: 

3858233510426582021118247700434717157635727270763839377289 
0286737837457865788784720174208831029120323443608499714688 

Consider now the converse problem. In order to decipher, we first split the 
ciphertext into groups of 29 digits (since N contains 29 digits), resulting in, of 
course, the four numbers C I, C2, C 3 and C 4 above. The next step is to transform 
each of these numbers by applying 

T == C59586930 12901793 63220947 mod N, 

yielding T1, T2 , T3 and T4 as 29-digit numbers, which means that each number 
begins with a redundant zero. Deleting this superfluous zero and using the code for 
transcribing the characters, we finally convert this sequence of two-digit groups 
back to the original plaintext. 

Selecting Keys 

In order to find valid combinations of N, k and k', the size of the coding unit must 
first be decided upon, and thereby the order of magnitude of N. Thus, if the coding 
unit is chosen to contain M decimal places, then N must be at least equal to 10M 

in order that all distinct messages possible within the coding unit have different 
representations when reduced mod N. The longer the coding unit, the greater the 
labour of encryption and ineffiency for short messages, but the lhigher the security. 
With the computational resources available today it is reasonable to set M to, say, 
200-300. 

Further, we would like N to be composed of two primes, p and q, which 
are both large, so that the enemy cannot use the relatively simple factorization 
procedures available based on finding small factors. To determine such numbers 
N, p and q we select p in the range of, say, N O.4 to N°.45 and search for a value of 
q close to N / p. In the next subsection we describe how to find primes of a given 
approximate size. 
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After having chosen p and q, we can obtain a valid pair k and k' by following 
one of the procedures demonstrated in the worked example above. Please note 
that k should not be taken too small because it might occasionally happen that for 
a very short message T, its ciphertext C == Tk mod N is simply Tk and because 
Tk is smaller than N it is thus not affected by the reduction mod N. (Very small 
decimal representations of units of plaintext can be avoided by placing these texts 
first in the coding unit; not last. Taking this precaution, a small value of k does no 
harm!) 

Finding Suitable Primes 

In order to design an RSA-system, we must be able to find a prime P of a certain 
approximate size. One way this could be done would be simply to test random 
numbers of the wanted size for primality and then pick a prime when one occurs. 
However, if P is rather large, say about 1060, the scarcity of primes will force us to 
make in average In P ~ 138 trials before a prime is produced. This large number 
of trials can be reduced in several ways. One way to enhance the probability for P 
to be prime is to choose P of some special form which avoids many of the small 
primes as factors, such as P = 2·3·5· 7 ·11·13·17 ·19k± 1 = 9699690k± 1. These 
two particular forms would reduce the 138 average trials to 24. However, when 
using this technique, you have to be careful not to end up with a prime P having 
P - 1 or P + 1 composed oj only small prime Jactors. because in such a case the 
factor P of N can easily be revealed by using the (p - 1)- or the (p + I)-method, 
and the code cracked.-Furthermore, any P constructed in this way carries with 
it another disadvantage if used in an RSA-system: the code will expose what we 
shall call many fixed points of low order. This will be explained in detail in the 
next subsection. 

A safer way of producing a "random" prime P is to apply the sieve of Eratos­
thenes as described on pp. 5-6. Again, looking for a prime near 1060, just pick a 
"starting point" near 1060 for the interval to sieve and then sieve, say 5000 consec­
utive odd integers with all odd primes < 1000. This will leave approximately 810 
numbers untouched by the sieve, among them approximately 72 primes in the in­
terval chosen. Test these numbers for primality until a prime is found.-To check 
that the prime picked is suitable for use in an RSA-system, apply the rules given 
in the following two subsections.-The problem of generating suitable primes has 
been considered in [6]. 

Exercise 6.1. Sieving for a prime in (1060 , 1060 + 100(0). In sieving with one of the trial 
divisors p in the sieve above, one operation only needs to be performed in multiple preci­
sion arithmetic, namely the computation of the first odd multiple of p above the number 
chosen (1060). To represent the sieving interval (1060 , 1060 + 100(0) more conveniently, 
first displace it to (0, 100(0) and then remove all even integers. After this transformation 
the sieving with the trial divisor p can proceed exactly as shown in the program Eratos-
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thenes on p. 5. However, the statement start: = (m DIV q) *q+p in the program has to 

be changed to start: = «lO-60+1)DIV q) *q+p-1O-60 and carried out in multiple pre­
cision arithmetic. (If you have no multiple precision arithmetic available you may instead 

take advantage of the special form of the number 1060 and compute 1060 + 1 mod q by 
successively computing 107 modq, 108 modq, 1015 modq, 1030 modq and, finally, 1060 + 1 

mod q .)--After having sieved the interval with all small primes, test some of the remaining 
integers for pseudoprimality with several bases and pick one of the pseudoprimes found. 

(Note that a Carmichael number, and thus also many of the pseudoprimes for the base a, 
works as well as a genuine prime in (7 .5H7 .7) and thus works fine in an RSA-system as far 

as encryption and decryption is concerned! The main disadvantage of using pseudoprimes 

is that N will be composed of much smaller prime factors than necess;ary and thus the code 

more vulnerable to cracking by factoring N.) Check that p -1 and p+ 1 are not composed of 

only small prime factors by making a factor search up to 105. (If P = 10r0 + z, looking for 

a factor p < 105 of P ± 1 can, as above, be done without using multiple precision arithmetic, 

by first computing r == 1060 mod p in the way described earlier and then proceeding by 

computing r + z mod p and checking if this is 1 or p - 1. Do not divide N by any factors 

found during the trial division, because Nip is unlikely to show any special form useful 

for shortcuts during the computations. Just store the factors and reduce N in the end by the 
factors found. Do not forget to test all factors for multiplicity in N.) 

The Fixed Points of an RSA System 

The following fact imposes a serious restriction on the choice of p and q: there 
exist plaintexts T which are revealed by the application of the encryption algorithm 
on the corresponding ciphertext C! This can be explained as follows: Although 
A(N) + 1 is the smallest exponent s for which as == a mod N for all a, there do 
exist particular values of a satisfying as == a mod N for much smaller values of s 
than A(N) + 1. If such values are abundant for some rather small values of s, then 
many units of ciphertext will be transformed into plaintext simply by reducing low 
powers of the ciphertext mod N! In some instances even the ciphertext itself is 
identical to the plaintext! Thus, we could have 

f(T) = C == Tk == T mod N. (7.11) 

Such a text T is called a fixed point of the transformation f(T). In the case 
when the text is revealed by applying f n times, T is called a fixed point of order 
n. Mathematically, the problem of determining all the fixed points of order n is 
equivalent to finding all solutions to the congruence 

TkO == T modN. (7.12) 

It can be shown that the number of solutions to this congruence is 

g(n) = (1 + GCD(kn - I, p - 1)) x (1 + GCD(kn - I, q - 1)). (7.13) 
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Hence. since k is always odd. the total number of fixed points (of all orders) lies 
between at least (1 + 2)(1 + 2) = 9 and a number which depends upon the choice 
of P. q andk. It is obvious from (7.13) that if p-l and/orq -1 contains many small 
prime factors. then the chance that GCD(kn - 1. P - 1) and/or GCD(kn - 1. q - 1) 
is large for small values of n increases. Therefore. such choices should be avoided 
in order to reduce the risk that a substantial portion of the message can be revealed 
simply by repeatedly using the known transformation f on the ciphertext C. 

Example. Let us apply formula (7.13) to our earlier example 

N = 4403346 54777631 . 1452951 43558111 

with the choice k = 1193. Putting the computer to work. we find that 

g(1) = g(3) = g(5) = g(7) = g(9) = g(1 1) = ... = 9. 

g(2) = g(10) = g(14) = g(22) = g(26) = ... = 49. 

g(4) = g(8) = g(16) = g(20) = g(28) = ... = 961. 

and the rather horrifying 

g(6) = 31141. g(12) = 745381. g(36) = 2219761. g(84) = 5217121 .... 

This result. which makes our choice of p. q and k somewhat un secure. is due to 
the factorizations of p - 1 and q - 1: 

p - 1 = 2.33 .5.31249.52189481, q - 1 = 2.32 .5.72 .13.2534364967, 

containing too many small prime factors to be recommendable.-It is far better 
from this point of view to choose p and q such that 

p = 2p' + 1. q = 2q' + 1 with p', q' primes. (7.14) 

With this choice, the only fixed points of low order are normally (there are excep­
tions) the nine fixed points of order 1. three of which have the numerical values 0 
and ± 1. We may now ask what about the remaining six fixed points of order I? 
Should they be avoided as coding units? Ironically, they ought not to be because, 
if they are explicitly pointed out, then p and q could be deduced and hence the 
code broken! Thus, we are in the peculiar situation that we must not reveal which 
messages are not hidden by the encryption. 

How Safe is an RSA Cryptosystem? 

As we have seen above, the choice of safe values of p and q is not trivial. One 
pitfall is the choice of p and q such that N is comparatively easy to factorize. As a 
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matter of fact, the problem of factoring N and that of cracking the RSA code based 
on N can be shown to be mathematically equivalent. Thus, the safest procedure 
to follow after p and q have been chosen is to try to factoriz(: N = P . q with 
all known methods, just in case N is vulnerable to easy factorization by some 
algorithm. A knowledge of the theoretical background of the various factorization 
methods in existence can help us to avoid certain dangerous situations such as the 
case when p - I or q - I has only small prime factors, in which circumstance the 
factorization of N is found without difficulty by Pollard's (p - I)-method. (By the 
way, this is also the reason why in such instances the ciphertext is easily revealed 
by repeated application of the trapdoor transformation J.) 

Further, since it is possible to factorize lOO-digit numbers, it is obvious that 
N must be chosen much larger in order to obtain a safe cryptosystem based on the 
RSA method. However, the larger the value of N, the longer the blocks used in the 
encryption and decryption algorithms will be and the more time-consuming and 
costly will the procedure become. 

Superior Factorization 

All the arguments above concerning the difficulty of factorizing N rest on the 
assumption that we can estimate the enemy's capacity to factorize large numbers. 
The general methods available today require an effort which is proportional to 
N~O.13. Increased computer power will therefore only marginally aid the enemy. 
However, when faster computers do become universally available we will, in tum, 
be able to afford to increase the length of the coding unit and hence N. 

However, in theory there is no reason why it should not be possible one day 
to devise a factorization method with a time consumption which grows only as a 
polynomial function of In N, in which case it might be meaningful to spend the 
computer power needed to compute the factorization of N and thereby reveal the 
secret message. Since this requires new intellectual insight into number theory, 
there is no way of estimating the probability of it happening-or even the probabil­
ity that it has already happened in some taciturn enemy's headquarters somewhere. 
In this sense RSA cryptos are, and will remain, unsafe. 

Also other groups than Mn have been used to design public key cryptosystems. 
One is based on the group of rational points on elliptic curves. This attempt comes 
out quite complicated, and we have to refer the interested reader to [7]. 
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APPENDIX 1 

BASIC CONCEPTS IN HIGHER ALGEBRA 

Introduction 

The study of various algebraic structures is included in higher algebra. Some of 
these structures are important in number theory, and so we give a short account of 
these. The examples given will frequently be taken from higher arithmetic. 

Modules 

Let us start by giving the 

Definition A1.I. A set of numbers M is called a module, if the following is true: 
If x and y belong to M, then x + y and x - y also belong to M. 

This may be expressed differently: A module is closed under addition and 
subtraction. Actually, it suffices to require closure under subtraction only, because 
if x - y always belongs to M, so does x - x = 0, and consequently 0 - y = - y, 
and finally x - (-y) = x + y.-A module is thus a very simple structure. 

Examples of modules. 

1. The set of all integers n, because the sum and the difference of two integers 
are always integers. 

2. The set of all (integer) mUltiples of an arbitrary number, O! (which need not be 
an integer). Obviously na ± ma = (n ± m)a also belongs to the set, which 
thus is a module. 

If a module contains the number a, it contains all multiples na of a. If the 
module consists only of integers, we have this wonderfully simple theorem, which 
leads to quite far-reaching consequences: 

Theorem A1.I. All elements of a module M, containing only integers, are multi­
ples of a certain integer d, which is the smallest positive integer of M. (Exception: 
the module consisting of only the integer 0.) 

Proof. Suppose that d is the smallest positive integer of M. Now, suppose further 
that M contains some integer x, which is not an integer multiple of d. Since 
x is not a multiple of d, it must fall between two consecutive multiples of d: 
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nd < x < (n + l)d. But in such a case the integer 

y = x - d - d - ... - d = x - nd 

is also a member of M, because of its construction. But then obviously we also 
have 0 < x - nd = y < d, which implies that there is a positive number y < d 
in M, which contradicts the definition of d as the smallest positive integer of M. 
Hence it is impossible to have any integer =1= nd in the module, which proves the 
theorem. 

If a module contains the numbers aj, i = 1,2,3, ... , it also contains all 
(integer) multiples ofthese numbers and all sums and differences of these multiples 
(this is what is termed all linear combinations with integer coefficients of the 
numbers aj). If this completely exhausts the module, every element x of the 
module can be written in the form 

(Al.l) 

where the nj's are arbitrary integers. If none of the numbers aj can be written 
as a linear combination with integer coefficients of the other aj's, then the aj's 
are called generators of the module. and the module (A 1.1) is also the smallest 
module containing these generators. In this case also the representation (A 1.1) for 
a general element of the module is the simplest possible. 

Example. The module having the generators 1 • ..Ji and 7r has the elements 

x=m+n..Ji+ p 7r, 

where m. nand p are arbitrary integers. 

Theorem Al.l above can also be re-formulated as: Every integer module is 
generated by its smallest positive element. 

Euclid's Algorithm 

An important problem is: Given the integers a and b. what is the smallest module 
M containing a and b as elements? Since M is obviously an integer module and 
since each integer module consists of the integral multiples of its generator d. the 
problem is to find d. Since both a and b must be multiples of d, a = aId and 
b = bl d. d certainly is a common divisor of a and b. Since we are looking for 
the smallest possible M, d obviously has to be as large as possible. Thus, d is the 
greatest common divisor (GCD) of a and b, denoted by d = GCD(a, b). 

Effective computation of d from a and b is carried out by Euclid's algorithm 
which, by repeated subtractions of integers known to belong to the module M, 
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finally arrives at d. The technicalities of Euclid's algorithm may be described in 
this way: 

If a = b, obviously d = GCD(a, b) = a, and the problem is solved. If 
a =F b, we can, if necessary, re-name the integers and call the larger of the two 
integers a. (Without loss of generality we consider only positive integers a and b, 
since -n has the same divisors as n.) Now subtract b from a as many times as 
possible to find the least non-negative remainder: 

a - b - b - ... - b = r. 

These subtractions are performed as a division of a by b, giving the quotient q and 
the remainder r: 

a = bq + r, with o::s r < b. (Al.2) 

The integer r belongs to the module M by construction. If r > 0, a still smaller 
member r) of M can be found by a similar procedure from band r, which both 
belong to M: 

b = rq) + rl, with o::s rl < r. (Al.3) 

In this manner, a decreasing sequence of remainders can be found until some 
remainder rn becomes = O. We then have 

a > b > r > rl > ... > rn-I > rn = O. (Al.4) 

Some rn will = 0 sooner or later, because every strictly decreasing sequence of 
positive integers can have only a finite number of elements. The integer rn-I is 
the desired GCD of a and b. This follows from two facts: Firstly every common 
divisor of a and b is found in each of the remainders rj. Secondly all the integers 
a, b, r, rl, r2, ... , rn-2 are mUltiples of rn-I. 

Example. Find GCD(8991, 3293). The computation runs: 

8991 = 2 . 3293 + 2405 

3293 = 1 . 2405 + 888 

2405 = 2 . 888 + 629 

888 = 1 . 629 + 259 

629 = 2 . 259 + 111 

259 = 2 . III + 37 

111 = 3 . 37. 

Thus d = 37, and we find a = 37·243, b = 37 . 89. 

Since -n has the same divisors as n, Euclid's algorithm operates equally 
well when using the smallest absolute remainder instead of using the smallest 
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positive remainder, as we have done above. Normally this cuts down the number 
of divisions required. This variant, performed on the same integers as above, runs: 

8991 = 3 . 3293 - 888 

3293 = 4 . 888 - 259 

888 = 3 . 259 + 111 

259 = 2 . 111 + 37 

111 = 3·37. 

The Labour Involved in Euclid's Algorithm 

The worst possible case in Euclid's algorithm is when all successive quotients = I, 
because in this case the remainders decrease as slowly as they possibly can, and the 
computation will take a maximal number of steps for integers of a given size. It can 
be shown that this case occurs when alb ~ A = (1 + ,J5)/2 = 1.618, where the 
maximal number of steps is about log). a which is 4.810gIO a. The average number 
of steps for randomly chosen integers a and b is much smaller and turns out to be 
1.9410gIO a. This slow increase of the computational labour as a grows is very 
favourable indeed, because it implies that if we double the length (in digits) of a and 
b, the maximal number of steps needed to find GCD(a, b) is only doubled. If we 
also take into account that the multiplication and division labour, using reasonably 
simple multiple-precision algorithms in a computer, grows quadratically with the 
length of the numbers involved, then the computing labour for Euclid's algorithm 
in total is at most 

o (Iogmax(a, b))3 . (A1.5) 

This growth of the labour involved in executing an algorithm is called polynomial 
growth (because it is of polynomial order oflog N, N being the size of the number( s) 
involved). The best algorithms found in number theoretic computations are of 
polynomial order growth. 

A Definition Taken From the Theory of Algorithms 

The amount of computational labour required to solve a certain mathematical 
problem usually depends on the size of the problem given, i.e., on the number of 
variables or on the size of the numbers given, etc. For instance, the work needed 
to solve a system of n linear equations is proportional to n3 , and the work involved 
in computing the value of the product of two very large numbers, using the normal 
way to calculate products, is proportional to the product of the lengths of the 
numbers, which means that numbers twice as large will demand computations 
four times as laborious. 

Within the theory of algorithms, it is important to study how much computa­
tionallabour is required to carry out various existing algorithms. In this context, 
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the size of a variable is usually defined using its information content, which is 
given by a number proportional to the length of the variable measured in digits. 
The amount of computational labour needed to carry out the algorithm is then 
deduced as a function of the information content of each of the variables occurring 
as input to the problem in question. That is the reason why the work involved in 
Euclid's algorithm is said to grow cubically (tacitly understood "with the length 
of the largest of the two numbers a and b given as input to the algorithm"). The 
most important algorithms in number theory are those which have only polynomial 
order of growth, since for these algorithms the work needed grows only in propor­
tion to some power of log N. This is very favourable indeed, and such algorithms 
are applicable to very large numbers without leading to impossibly long execution 
times for computer runs. As examples, we may mention simple compositeness 
tests, such as Fermat's test on p. 85, and the solution of a quadratic congruence 
with prime modulus on p. 284. 

For many algorithms there is a trade-off between the computing time and 
the storage requirements when implementing the algorithm. This aspect is most 
important in all practical work with many of the algorithms described in this book. 
As an example we give factor search by trial division in which very little storage 
is needed, if implemented as on p. 143. If much storage is available, however, 
the algorithm can be speeded up considerably by storing a large prime table in the 
computer, as described on p. 8. Another example is the computation of 4> (x , a) 
on pp. 14-17, where the function values are taken from a table for all small values 
of a and have to be computed recursively for the larger values of a. The border 
line between the two cases depends on the storage available in the computer, and 
affects the speed of the computation in the way that a larger storage admits a faster 
computation of 4> (x , a) for any fixed, large value of a. 

A Computer Program for Euclid's Algorithm 

A PASCAL function for the calculation of GCD(a, b) by means of Euc1id's algo­
rithm is shown below: 

FUNCTION Euclid(a,b : INTEGER) : INTEGER; 
{Computes GCD(a,b) with Euclid's algorithm} 
VAR m,n,r : INTEGER; 
BEGIN m:=a; n:=bj 

WHILE n <> 0 DO BEGIN r:=m MOD nj m:=nj n:=r ENDj 
Euclid:=m 

END {Euclid}; 

Exercise AI.I. Fast search for very small factors::::: G ~ 30. Write a program using 
the FUNCTION Euclid above to find all prime factors::::: G of a single precision integer N. 
Choose the search limit G such that the product P of all primes::::: G is as large as possible 
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in single precision. (Thus, if the word length of your computer is 36 bits, G = 29, since 
2·3·5···29 = 6469693230 <235 , while 2·3·5···31> 235 .) The result d = GCD(N, P) 
from Euclid's algorithm can now be used in various manners. IfGCD(N, P) = 1, there are 
no factors ~ G and the factor search has to proceed with the larger primes. IfGCD(N, P) > 
1, then N has one or more small prime factors. These can be found by trial division, but 
in many cases they are found much faster by a table look-up procedure. Write such a 
PROCEDURE factors Cd), covering d ~ 1000, by utilizing a 2-dimensional ARRAY in which 
all integers ~ 1000, which can be written as products of different prime factors ~ G only, 
have their standard factorizations stored in the same form as in the PROCEDURE divide 
on p. 144. If d > 1000 (or whatever limit you have set for your PROCEDURE factors) the 
small factors can be found by trial division. 

In order not to miss any multiple small prime factors, the whole algorithm so far 
described has to be repeated on N Id until Euclid's algorithm delivers the result d = 1. 

Furthermore, in order to reduce the number of repetitions caused by the occurrence of 
multiple small prime factors, it might speed up the computer program to choose P not as the 
product of primes ~ G, but rather as the product ofthe largest powers ~ G of each prime ~ G. 
(Again, ifthe computer's word length is 36 bits, then P = 7·9· 11 . 13 . 16· 17· 19·23·25 = 
26771 144400.)-Make computer experiments with both versions of this approach. (Note 
that in the second variant the table utilized by the PROCEDURE factors has to be tailored 
according to the set of numbers ~ 1000 which with this changed P can result from Euclid's 
algorithm on Nand P.) 

As test cases for numerical experiments, time the factorization of all integers between 
106 and 106 + 103 by the two variants. Also compare with the running times by direct factor 
search from the very beginning by trial division as exposed on p. 144 and also by instead 
utilizing a pre-stored table of primes. 

The technique described may be used to speed up the factorization of quadratic residues 
in connection with the Morrison-Brillhart method of factorization given on p. 193 fr. In 
this case P is chosen as a product of powers of primes in the factor base. 

Reducing the Labour 

When applying Euclid's algorithm to very large integers demanding the use of 
multiple-precision arithmetic, much of the labour can be reduced. One way to 
achieve this is due to D. H. Lehmer, who observed that the quotientq = alb as well 
as the subsequent quotients qi are seldom larger than one computer word. Thus, 
this quotient q can be computed almost always by dividing the leading parts only 
of the numbers a and b, while the remainder a - bq will not require full multiple­
precision multiplication but rather the much simpler operation of multiplication 
of a multi-precise integer by one single computer word. The number of division 
steps is unaffected by this simplification but each step will take only a time which 
is o (log max (a , b», so that the time required for running the entire algorithm is 
thereby reduced from o (log max(a, b)3) to o (log max(a, b)2). 
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Binary Form of Euclid's Algorithm 

Another way of avoiding division and multiplication of multi-precise integers is 
to apply the binary form of Euclid's algorithm. It uses subtractions only, coupled 
with the fact that it is particularly easy in a binary computer to divide integers by 
a power of 2. The integer has only to be shifted s positions to the right to effect 
division by 25 • The scheme for findingd = GCD(a, b) according to this algorithm 
is: 

1. Suppose that a ends in ex binary zeros and b in fJ binary zeros. Let d = 
2min(a.p) • 

2. Form a' = a /2a and b, = b /2P, i.e. shift a and b to the r:ight until all binary 
zeros at the right ends are shifted away. 

3. Now both a' and b' are odd numbers. Form c = a, - b' which is even. Shift 
away the trailing zeros of c and repeat step 3, this time with the reduced c and 
min(a" b'). When the result of the subtraction becomes 0, the current value 
of a' is the largest odd factor d' of GCD(a, b). 

4. Finally, put GCD(a, b) = dd'. 

It is quite easy to show that the binary form of Euclid's algorithm takes at most 
about log2 max(a, b) = 3.32 log 10 max(a, b) steps. However, as in the case of the 
ordinary Euclidean algorithm, the average number of steps is smaller, approxi­
mately 2.3510g,o max(a, b) and thus, because of the simplicity of the operations 
per:formed in each step, the binary form competes very favourably with the standard 
version of the algorithm. For the deduction of this last result, see [1]. 

Example. Let us take the same example as above, GCD(8991, 3293). We shall 
write down all the numbers involved in decimal notation, so that the right shifting 
of numbers will be replaced here by division by some power of 2. We follow the 
algorithm constructed above and obtain: 

1. Both a = 8991 and b = 3293 are odd, so ex = /3 = 0, and d = 1 
initially. 

2. a ' = 8991, b' = 3293 give 

3. c = 8991 - 3293 = 5698 = 2·2849. 

2a. a; = 3293, b; = 2849 give 

3a. c, = 3293 - 2849 = 444 = 4 . Ill. 

2b. a~ = 2849, b~ = III give 

3b. C2 = 2849 - III = 2738 = 2· 1369. 

2e. a3 = 1369, b; = 111 give 

3c. C3 = 1369 - III = 1258 = 2·629. 

2d. a~ = 629, b~ = 111 give 

3d. C4 = 629 - 111 = 518 = 2 . 259. 
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2e. a~ = 259, b; = III give 

3e. cs = 259 - 111 = 148 = 4·37. 

2f. a~ = Ill, b~ = 37 give 

3f. C6 = III - 37 = 74 = 2· 37. 

2g. a~ = 37, b; = 37 give 

3g. C7 = 0, and the algorithm terminates with GCD(a, b) = d' = 37. 

The binary version of Euclid's algorithm is particularly advantageous if imple­
mented in assembly code combined with a multiple-precision arithmetic package. 

The Diophantine Equation ax + by = c 

Suppose that a, band c are integers. When does the equation 

ax + by = c (Al.6) 

admit integer solutions x, y? Well, all integers of the form ax + by, according to 
theorem Al.I, constitute a module M with generator d = GCD(a, b), which can 
be found by Euclid's algorithm. Thus (AI.6) has integer solutions if and only if c 
belongs to M, i.e. if and only if c is a multiple of d. The common notation for this 
is die (d divides c). Hence, we have 

Theorem A1.2. The equation ax + by = c has integer solutions if and only if 
GCD(a, b)lc. 

Groups 

We now tum our attention to another, most important, algebraic structure, namely 
the groups. A group is a set together with a composition rule, called group operation 
or group multiplication, by which any two group elements can be composed or 
multiplied, the result always being an element of the group. This is formalized in 
the following 

Definition A1.2. A set G with a composition rule is called a group if 

1. Every ordered pair A, B of elements of G has a uniquely determined "product" 
C, which also belongs to G (notation: A B = C). 

2. The associative law always holds for the group operation, i.e., if A, Band C 
are group elements, then A(BC) = (AB)C; this product may thus, without 
notational ambiguity, be denoted by ABC. 

3. G must have a so-called neutral element I, satisfying Al = I A = A for all 
A belonging to G. 

4. Every element A of G must have an inverse element A -I in G which satisfies 
AA-1 = A-1A = l. 
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Examples. All rationals i- 0 form a group, if ordinary multiplication of rationals 
is chosen as group operation. The number I is the neutral element, and the inverse 
element of a / b is b / a.-The set of all rationals forms another group, if the group 
operation is the usual addition of rationals. In this case 0 is the neutral element 
(a + 0 = 0 + a = a), and the inverse of a is -a, since a + (-a) = O. 

What can be said about the elements i, a, band e possessing the following 
multiplication table (in which each entry is formed by the composition of an 
element in the leftmost column and one in the top row)? 

i a b c 

i i a b c 

a a c i b 

b b i c a 

c c b a i 

Do they constitute a group? To investigate this, we need only to verify the re­
quirements in the definition of a group given above. Let us test some cases. Is 
(ab)c = a(be)? The multiplication table for the group gives (ab)c = ic = c, and 
a(be) = aa = e, which agrees. Thus, in this particular case, associativity holds. 
By systematically working through all possible cases of products of3 elements (64 
cases), we can prove the associative law in general for this multiplication table. In 
addition, the element i acts as neutral element, since i . a = a etc. The elements 
a and b are each other's inverses, due to the fact that ab = i and i and e are their 
own inverses (i is in any group, and cc = i). 

The following group multiplication table shows the structure of the simplest 
non-commutative group, which is of order 6. In this table the neutral element is 
again denoted by i: 

i a b c d e 

i i a b c d e 

a a b i e c d 

b b i a d e c 

c c d e i a b 

d d e c b i a 

e e c d a b i 

Group theory is extremely important within many branches of algebra and 
number theory. In this appendix we shall develop it as far as necessary for our 
applications to number theory. 
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We commence by considering products of identical elements: 

A . A ... A (n factors). 

We denote this product by An. Just as in elementary algebra, it is easy to verify 
the rules for power products 

(Al.7) 

and 
(Al.8) 

if m and n are positive integers. Since the inverse of A, A-I, exists by definition, 
these laws can be extended to all integers m and n; not necessarily positive. We 
have, as in elementary algebra, to identify AO with the neutral element / of the 
group and A -n with (A -1)n, which is the inverse element of An, as can readily be 
seen by forming 

(Due to associativity, we can group together the factors of this product pairwise, 
starting at any point, e.g. in the middle. There A-I. A = / cancel and this 
continues, until we finally arrive at the first and last factors: A -1/ A = A-I A = 
I.)-The elements A2, A3 , ••• are said to be generated by A. Before we can 
proceed, some further definitions are necessary. 

Definition A1.3. If the number of elements of a group G is finite and = n, G is 
said to be afinite group, and n is termed the order of the group. 

Definition AI.4. If AB always = BA, i.e. if commutativity always holds for the 
group operation, then G is called an abelian group. 

Example. The group studied above, having elements i, a, b, c, is finite with order 
= 4. Also, it is easily seen from its multiplication table, that it is an abelian group. 
(This follows because the table is symmetric with respect to its "main diagonal" 
i - c - c - i). 

Now consider the successive powers An, n = I, 2, 3, ... , for an element A 
of afinite group G. Obviously all the powers An cannot be distinct because only a 
finite number of possibilities exist for elements of G. Hence, sooner or later some 
power A' will coincide with an earlier power N, which implies that A'-s = /. 
Some particular power A e of A will thus be equal to the neutral element / of G. 

Lagrange's Theorem. eosets 

Which values are possible for the smallest possible value of the exponent e, en­
countered in the previous paragraph? The answer to this question is provided by 
a beautiful theorem of Lagrange: 
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Theorem Al.3. Lagrange's Theorem. If A is an element of a finite group G of 
order n. then An = I. 

Lagrange's theorem implies that eln. This is because if the smallest positive 
exponent s for which N = 1 is called e, then all exponents for which N = 1 
constitute a module M generated bye. The exponent e is also termed the order of 
the element A in the group G. The elements of the module M are all the multiples 
of e. However, since An = 1 then n belongs to this module, and thus n must be a 
multiple of e. 

Now let us prove Lagrange's theorem. If e is the order of the element A, then 
all the elements A. A 2 , A 3 •••• , A e = 1 are necessarily distinct. (If they were not, 
then some power Ar would equal AS, i.e. A r- s = 1 for r - s < e, contradicting 
the definition of e as the smallest positive exponent for which Ae = I.) In fact, 
the elements A. A 2 , .•. , 1 constitute an abelian group G 1 of their own, generated 
by A, and of order e. This group is called a subgroup of G, since it is entirely 
contained in G. Now, if e chances to be = n. the subgroup G 1 exhausts all the 
elements of G and A e = An = I. so that Lagrange's theorem follows immediately. 
If this is not the case, we must take any element B of G outside G I, and consider 
the set of elements 

AB, A2B. A 3 B • ...• AeB = IB = B. (A1.9) 

None of these elements ofG belongs to G I, and they are all distinct. This is because 
if any of (AI.9) were in GJ, we would have A r B = N, i.e. B = A -r N = N- r , 

contrary to the choice of B which, being outside GJ, is certainly not a power of 
A. (Note that even if s - r < O. A s-r is an element of G I. namely the element 
A e+s - r .) Further. all of (AI.9) are distinct since A r B = N B would once again 
imply A r - s = 1 for r - s < e, a contradiction. The set (Al.9) is said to be a coset 
of the subgroup G 1 • 

Now, if GI and the coset (A1.9) together exhaust G, then n = 2e, and again 
the proof is completed. If not, we can, however, choose a new element C of G, 
which is neither in G 1 nor in the coset (A 1. 9), and form a second coset to G 1 , 

consisting of the elements 

AC, A 2C, A 3C, ... , A'C = C. (Al.lO) 

Following a similar reasoning, we find that this coset (AI.IO) has no elements 
in common with the subgroup G" and that all its elements are distinct. The 
important property is that the elements of this new coset (Al.lO) are all distinct 
from the elements of the first coset (Al.9). A proof of this fact is as follows: If 
Ar B = NC, then C = Ar - s B for some value of r - s which is < e. This is 
contrary to the assumption that C is chosen outside the coset (AI.9). (Again, if 
r - s < 0, then e + r - s is > 0 and < e.) This proves that any co sets of G 1 

are either composed of entirely different elements, or are identical. From this it 
follows that all elements of G may be organized in a number of cosets. mutually 
distinct, and each containing e elements: 
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A, A2, 

AB, A 2B, 

AC, A2C, 

Ae = I 
AeB = B 

, A"C = C (AU 1) 

But then n = ex (the number of cosets h), An = Aeh = (Ae)h = [h = [, and the 
proof is complete. We shall encounter Lagrange's theorem in several disguises in 
the theory of numbers, namely as Fermat's theorem and as Euler's theorem, two 
particular cases of Lagrange's theorem discovered prior to the general theorem.­
We conclude this subsection by giving an example of a group divided into cosets. 
Let us take the non-commutative group of order 6, whose multiplication table 
we have given above. The element c has order 2, because cc = i, and thus the 
aggregate (i, c) constitutes a subgroup. Pick an element i= i or c, e.g. a. The coset 
will have the two elements (ia, ca) = (a, d). Now there only remain the elements 
band e, which so far have not been included in any coset. Pick one of these, say 
b, and form the next coset: (ib, cb) = (b, e) which finally exhausts the group. So 
the result is that if we start with the subgroup of order 2, (i, c), the group is split 
into three disjoint cosets of two group-elements each: 

(i, c), (a, d) and (b, e). 

Abstract Groups. Isomorphic Groups 

As long as we are merely interested in the intrinsic structure of a group, and do 
not wish to take into account the particular mathematical type of its elements, the 
notation we choose for the group elements is irrelevant. Such a group is called 
an abstract group. Of course, such a group is as "real" as any of the groups 
which we recognize in mathematics, such as the group mentioned previously of all 
non-zero rational numbers with the group operation being ordinary multiplication. 
Moreover, the group mentioned earlier of order 4 is well-known in mathematics, 
and it is called the multiplicative group of primitive residue classesmod 5. See 
Appendix 2, p. 267. If the primitive residue c1assesmod 5 are denoted by 1, 2, 3 
and 4, the multiplication table of the group takes the form shown in the little table 
on top of next page. By comparing this table with the first one given on p. 247, 
we find them identical, apart from the notation of the group-elements, i = 1, 
a = 2, b = 3 and c = 4. When two groups have the same structure, such as these 
two, they are called isomorphic groups. If some property, depending only on the 
group-structure, is known for the elements of a given group, the corresponding 
property also holds for the elements of any group isomorphic to the given group. 
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1 2 3 4 

1 1 2 3 4 

2 2 4 1 3 

3 3 1 4 2 

4 4 3 2 1 

It now appears that the group we are studying is also isomorphic to another 
well-known group, namely the group of all residue classes (mod 4), if the group 
operation is chosen as addition (mod 4). In this case, the group operation table is 
actually an "addition table" with the following appearance: 

0 1 2 3 

0 0 1 2 3 

1 1 2 3 0 

2 2 3 0 1 

3 3 0 1 2 

But once again, comparing the table with the multiplication table of the abstract 
group, we recognize the two groups as being isomorphic when choosing i = 0, 
a = 1, b = 3 and c = 2. It is, however, also possible to select i' = 0, a = 3, b = 1 
and c = 2. Thus, two groups may be isomorphic in several different ways. 

In an abelian group it is often convenient to call the group operation addi­
tion instead of multiplication. In so doing the isomorphism found above can be 
expressed thus: the multiplicative group of primitive residue classes (mod 5) is 
isomorphic to the additive group of all residue classes mod 4. In an additively 
written abelian group, the power An is replaced by the mUltiple nA. The inverse 
of A is denoted by -A and the neutral element is denoted by 0. We recognize 
this structure as a module, apart from the fact that the group-elements are not al­
ways real or complex numbers, but may be other mathematical objects. Thus, an 
additively written abelian group may be regarded as a generalization of a module. 

The Direct Product of 1\vo Given Groups 

Definition A1.S. Let two groups be given, G of order g and with neutral element 
Ie, and H of order h and with neutral element IH • Consider all pairs (G j , Hj ) 

of elements. one from G and the other from H. These gh pairs form a new group 
denoted by G x H and called the direct product of G and H, if composition in the 
new group is defined by 
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It is easy to prove that this rule of composition conforms with the requirements for 
a group. Firstly, (I G. I H) behaves as the neutral element of G x H. and the inverse 
element of (G;. Hj ) is obviously (Gil. Hj- I ). Secondly. since associativity holds 
in each of G and H. it also holds in G x H. since 

= (G;Gb HjH/)· (Gm• Hn) = (G;GdGm. (HjH/)Hn) = 

= (G;(GkGm), Hj(HtHn}) = (G;. Hj)· (GkGm, HtHn) = 

= (G;. Hj ) . {(Gb H/) . (Gm• Hn)}. 

In addition, if G and H are both abelian groups then so is G x H. because then 
(G;. Hj )· (Gb H/) = (G;Gk, HjHt) = (GkG;, HtHj) = (Gk, Ht)· (G;, Hj ). We 
shall now state, without proof, the following theorem concerning the structure of 
all finite abelian groups: 

Theorem AI.4. Every finite abelian group can be written as a direct product of 
abelian groups of prime power orders. 

Such representations will be discussed on pp. 270-273 for the important 
groups Mn whose elements are the primitive residue classes mod n. 

Cyclic Groups 

According to Lagrange's theorem, the order eA of the element A of a group divides 
the order n of that group. If a group has one or more elements of order n, then the 
powers A, A 2 , A 3 , ••• , An = I of any of these elements will exhaust the whole 
group. All elements of the group are then generated by the element A. Such a 
group is called a cyclic group of order n. We express this formally: 

Definition AI.6. A group which is generated by a single group element is called 
a cyclic group. 

Rings 

The simple algebraic structures treated so far, modules and groups, may be char­
acterized by the fact that only one pair of inverse operations is allowed in each 
of these structures. In a module this pair is always called addition-subtraction. 
In a group, the notion of group operation is a little bit more general and we have 
so far given examples of the pair multiplication-division as well as of the pair 
addition-subtraction of group elements. In elementary arithmetic, however, we 
are accustomed to having two pairs of inverse operations available simultaneously, 
both the pair addition-subtraction and the pair multiplication-division. However, 
the main reason why it is useful to have both these pairs at our disposal is not 
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that we are used to that kind of algebraic structure, but rather that multiplica­
tion and addition of ordinary numbers are not independent of each other. Since 
a + a + ... + a (to n terms) = n x a, multiplication by a positive integer may be 
regarded as repeated addition. Thus, there exist more complicated structures than 
modules and groups. We shall now describe two such structures, starting with 

Definition AI.7. A set which always allows addition, subtraction and multiplica­
tion of its elements, without ever producing a result outside the set, is called a ring. 
Multiplication has to be distributive with respect to addition, i.e. a (b+c) = ab+ac 
must hold for all a, band c in the set.-If the multiplication is commutative. a 
very common situation. then the structure is said to be a commutative ring. 

This means that a ring is a kind of module, the elements of which may also 
be multiplied, with the products always remaining in the module. Many modules 
actually are rings, but by no means all. An example of a module that is also a ring 
is the set of all integers under ordinary addition. This well-known module is also 
a ring if ordinary multiplication is introduced as multiplicative composition rule. 
An example of a module that is not a ring is that consisting of the numbers n./i, 
with n an integer. The product of two of its elements is a./i . b./i = 2ab, which 
is not a member of the module unless a = 0 or b is = O. 

In a ring all additions, subtractions and multiplications of elements of the ring 
may be performed, without exception. Thus. in any ring. it is possible to form 
polynomials of one or more variables: 

n 

P(x) = Laixi. P(x.y) = LaijXiyj, and soon. (A1.12) 
i=O i.j 

Here the aj's and the aij's are fixed elements of the ring, and x and y denote 
arbitrary elements of the ring. 

Zero Divisors 

There exist rings in which ab = 0, with neither a = 0 nor b = O. In such a 
case a and b are called zero divisors. In rings without zero divisors. the theorems 
of algebra are very similar to those of elementary algebra. If the ring has zero 
divisors, modifications will occur. of which one of the most important is that an 
equation of degree n may have more than n roots. This can never happen in a ring 
without zero divisors due to the following 

Theorem A1.S. In a ring without zero divisors the equation of degree n 

(Al.l3) 

has as its roots at most n (distinct) elements of the ring. 
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Proof. We shall not here prove this theorem for the most general ring, but only 
for the most common case, which is applicable to the solution of higher degree 
congruences. Thus, we will assume a little more than is stated in the theorem, 
namely that the ring has a unit element, denoted by 1. In this case we certainly 
can also construct a "polynomial division algorithm" for effectively calculating the 
quotient Q(x) and the remainder R(x), if we wish to divide P(x) by an arbitrary 
polynomial A(x) of degree ~ n with its leading coefficient =1: 

P(x) = Q(x)A(x) + R(x). (AI. 14) 

The degree of R(x) can be made less than the degree of A(x). That a polynomial 
division algorithm exists in our case follows from the fact that a polynomial of 
degree less than that of P(x) can be found by subtracting the leading term of 
P(x), anxn, in the form anxk A(x) for a suitable value of k. By performing a new 
subtraction in order to remove the new leading term of what now remains of P (x), 
we can successively reduce P(x) to a polynomial R(x) of a degree less than the 
degree of A(x). 

After having identified the existence of a polynomial division algorithm in our 
ring, we are now in a position to prove the theorem by repeating the standard proof 
of the corresponding theorem of elementary algebra. Firstly, if XI is an arbitrary 
element of the ring, then P(x) may be written in the form 

(Al.l5) 

where Q(x) will be of degree n - 1. This follows if we first apply the polynomial 
division algorithm to P(x) and x - x" yielding P(x) = Q(x)(x - XI) + R(x), 
where R(x) is a polynomial of degree zero, i.e. a constant. Putting x = XI, we 
find the value of the constant to be P (XI), which proves (A 1.15). Secondly, if XI 

is a root of the equation P (x) = 0 in the ring, then certainly 

P(x) = Q(x)(x - XI), since P(XI) = o. (Al.l6) 

However, and now comes the crucial point, if X2 =I X I is another root of P (x) = 0 
in the ring, and if there are no zero divisors, then Q(X2)(X2 - xd = 0 implies 
Q(X2) = o. Thus, Q(x) = 0 has the root X2, and if we repeat the reasoning a 
number of times we will arrive at 

(Al.l7) 

where, finally, Qk(X) = 0 has no further roots in the ring. From this represen­
tation of P(x) it follows that P(x) = 0 cannot have roots other than precisely 
XI, X2, ... ,Xk (again because there are no zero divisors). Now, the number of 
linear factors in (AI.I7) can never exceed n, since the degrees of the polynomials 
in both sides of (AI.I7) must be identical. This completes the proof. 
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Exercise Al.2. Wilson's Theorem. Fermat's Theorem (A2.l4) states that if p is a prime, 
then the congruence x p- I - 1 == 0 mod p has the solutions x == 1.2. 3, ...• p - 1 mod p. 
Using this fact, write P(x) = x p- I - 1 as a product of linear factors mod p as indicated in 
(AU7). Comparing the constant terms on both sides, which formula do you find? 

Fields 

Is it possible to construct a domain in which all divisions by arbitrary elements 
can be performed? What about our "everyday" domain, the real numbers? At first 
you might be inclined to answer: "Yes, the division alb of two real numbers is 
always possible!" But at second thought there is one exception to this, you must 
not divide by O. This exception is quite general. There are many domains in which 
the result of all four rules of arithmetic can always be uniquely defined, with the 
exception of the division by O. Such a domain is called a number field or, simply, 
afield. Thus, we arrive at the following 

Definition AI.S. A domain in which the four simple arithmetic operations can 
always be carried out is called a field. The only forbidden operation is division by 
zero. 

How is a field structured? First of all, it is a module, since all additions and 
subtractions are possible. Thus, the field must always contain the zero element, 
because the element a - a = 0 belongs to every module. This is the forbidden 
divisor. All elements =1= 0 now constitute a group (frequently abelian), in which the 
group operation and its inverse operation are the multiplication and the division, 
respectively, of elements of the field. This requires that the neutral element of the 
group, 1 = a/a, also belongs to the field. 

Examples of fields. 

1. The set of all rational numbers, Q. 

2. The set of all real numbers, R. 

3. The set of all complex numbers a + bR, where a and b are real numbers. 
This set is denoted by C. 

4. The group of order 4 studied above, being the group of primitive residue 
classes mod 5, can be extended to a field if it is enlarged by the residue class 0 
mod 5. The addition and multiplication tables for this field are the following 
shown below. As the reader may verify, the addition table shows that the 
structure is a module (or if you prefer: an additively written cyclic group) of 
order 5. All numbers =1= 0 of the field constitute, as we have shown earlier, a 
multiplicatively written cyclic group of order 4. 
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a+b ab 

0 1 2 3 4 0 1 2 3 4 

0 0 1 2 3 4 0 0 0 0 0 0 

1 1 2 3 4 0 1 0 1 2 3 4 

2 2 3 4 0 1 2 0 2 4 1 3 

3 3 4 0 1 2 3 0 3 1 4 2 

4 4 0 1 2 3 4 0 4 3 2 1 

5. The set of all numbers of the form a + b..(i5, with a and b rationals and D a 
positive or a negative non-square integer. The four arithmetic operations are 
defined by 

(a + b./D) ± (c + d./D) = a ± c + (b ± d)./D 

(a + b./D)(c + d./D) = ac + bdD + (ad + bc)./D 

a + b..(i5 ac - bd D (bc - ad)..(i5 
---= = + -'---=----=,---
c + d..(i5 c2 - d2 D c2 - d2D 

(AU8) 

(A1.l9) 

(Al.20) 

As D is not a square, c2 - d 2 D will always be i= 0, except when c = d = O. 
Thus all divisions by c + d..(i5 can be carried out in (A1.20), except the 
division by 0 + o..(i5 = 0, the zero element of the field. Since the result 
of any arithmetic operation can always be reduced to p + q..(i5, with p and 
q rational numbers, the domain is closed under arithmetic operations, and it 
is thus a field. This kind of field is called a quadratic field, and is denoted 
by Q( ..(i5). In Appendix 4 we present several arithmetic properties of the 
numbers of Q( ..(i5). These are utilized in Chapter 4. 

6. Cyclotomic fields (see Appendix 6). Let m be a positive integer and ( a 
primitive mth root of unity. The smallest field Rm (0 containing ( is called 
the mth cyclotomic field. The cyclotomic fields have only recently become 
of interest in the study of primes, due to their use in fast primality proofs for 
numbers not possessing a special form [2].-However, the field Rp(O where 
p is an odd prime, has been indispensible in number theory for a long time 
because of its connection with Fermat's conjecture that x P + yp = zP has no 
solutions in integers all i= 0 for p > 2. In fact Rp(O is useful because the 
polynomial x P + yP has linear factors in Rp(O: 

p 

x P + yP = n(x + (k y ). (Al.2I) 
k=1 

Note that the cyclotomic fields R3(1;), R4(0 and R6(0 are identical to the 
quadratic fields Q(H), Q(.J=T) and Q(H) respectively. For all other 
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values of m, Rm({) is a more complicated structure than a quadratic field. 
The general element of Rm ({) can be written in the form 

(A1.22) 

where the aj's are rational numbers. This is because ~ satisfies an equation 
with rational coefficients of degree qJ(m), and thus ~rp(m) and all higher powers 
of ( can be replaced by polynomials in ~ of degree lower than qJ(m):.-The 
rules for multiplication and, in particular, division are in general far more 
cumbersome than for quadratic fields. For instance the multiplication rule in 
R5 (O, in which (4 = _(3 - (2 - ( - I, is given by 

+ (aob, + a,bo - a,b3 - a2b2 - a3b , + a3b3)(+ 

+ (aOb2 + alb, - a,b3 + a2bo - a2b2 - a3b,)(2+ 

+ (aob3 + a,b2 - a,b3 + a2b, - a2b2 + a3bo - a3bd~3. 

The division rule in R5 ({) is even more complicated. 

Mappings. Isomorphisms and Homomorphisms 

We have already encountered the concept isomorphism, on discovering two groups 
of identical internal structure. We shall now study this concept in more detail. We 
begin with two sets, M and M,. Let every element of M correspond to a certain 
element of M,. (It is allowed to use the same element of M, several times, but 
every element of M, must be used at least once.) We now say that M has been 
mapped onto M" denoted by M ~ M,. 

Example. The set of all positive real numbers is mapped onto the set of all real 
numbers by the function y = log x. 

If a certain mapping M ~ M, also preserves some algebraic structure, then 
the mapping is called homomorphic (with respect to that structure). We formalize 
this in 

Definition A1.9. Suppose we map the set M with the elements a, b, c, ... onto 
the set M, with the elements a" b" c" ... in such a way that a ~ a" b ~ b" 
c ~ c"", If in this mapping a + b ~ a, + b" and ab ~ alb, for arbitrary a 
and b, the mapping is called a homomorphism. 

Example. The ring of all rational integers can be mapped homomorphically onto 
the field of all residue classes mod 5. (See 4 in the list of examples above.) The 
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mapping is carried out by mapping the integer 5n + a for 0 :::: a :::: 4 onto the 
residue class a mod 5, which is an element of the field. Homomorphisms like this 
one will be described in greater detail in Appendix 2. (See pp. 262-263.) 

If, in addition to the homomorphism from M to M I , the elements of MI can be 
mapped back to M uniquely, so that there is a one-to-one correspondence between 
the elements of the two sets M and M I : a B> aI, b B> b l , C B> CI, ••. , then the 
mapping is called an isomorphism, on condition that all additive and multiplicative 
relations between elements are preserved under the mapping. 

Group Characters 

Definition AI.IO. Let G be a finite abelian group. A group character X is a 
complex-valued, multiplicative function ;':0, defined on the elements of G, i.e. 

X(AB) = X(A)X(B) for all A, BEG. (AI.23) 

If I is the neutral element of the group, then X (/) == I, because from 12 = 
I it follows that {X (/)}2 = X (/), having as only solution =1= 0 the possibility 
X(/) = 1. If A is a group element for which A2 = I, then X(A) = ±1, since 
X(A)2 = X(A2) = X(/) = 1. Moreover, if the order of the group is n, then 
all values of any group character are nth roots of unity, since from Lagrange's 
Theorem An = I it follows that (X(AW = X(/) = I.-Choosing x(A) = 1 for 
all A of G we get what is called the principal character of G. 

Example I. Let G be a cyclic group of order n with generator A. Let ~ = e21rik/ n 

be anyone of the nth roots of unity, and let X (A) = s. Then obviously the 
function defined by X (AS) = e2rriks/n is a group character on G, since X (AS At) = 
X(A s+t ) = e2rrik(s+r)/n = e2rriks/n. e2rrikt/n = X(AS)X(A'). 

Example 2. The quadratic character. Consider Mp , the group of primitive residue 
classes modulo an odd prime p, with generator a. The number of group elements, 
n, is = p - 1. Choosing k = (p - 1)/2 in Example 1 above, we find x(aS) = 
err is = (-1 y. The character takes the value + 1 if s is even, and the value -1 if 
s is odd, i.e. the character takes the same value as Legendre's symbol (as I p) for 
any group element as .-This character is called the quadratic character of Mp. 
It can be utilized to write down formulas analogous to Euler's product (2.7) for 
certain Dirichlet series, such as the L-function shown below for p = 5: 

111111111 
L_5(S) = 1 - - - - + - + - - - - - + - + - - - - ... = 

2s 3s 4s 6s 7s 8s 9s 11' 12s 

00(5)1 ((5)1)-1 = L ;; nS = IT 1 - - ~ . 
n=1 p#5 p P 

(The coefficients in the series show the periodic pattern 1, -·1, -1, 1, 0, 1, -1, -1, 
1,0, ... because the Jacobi symbol (5In) is periodic mod 5.) 

258 



THE CONJUGATE OR INVERSE CHARACTER 

The study of group characters is useful since information on the structure of 
a group can frequently be drawn from properties of one or more of its characters. 
To this end we shall prove a few theorems in this area. The technique used in these 
proofs will also be of help in deducing one of the modern primality tests, which 
depend heavily on the structure of the group M N, where the primality of N is to 
be proved. See p. 131-135 for an example of this. 

Theorem A1.6. Let G be a finite, abelian group of order n. Then 

LX(A) = {~' 
A ' 

if X is the principal character 
otherwise. 

Proof. Let S = EA X (A). Then, for any element B of G we have 

S· X(B) = LX(A)x(B) = L X(AB) = Lx(A) = s, 
A A A 

(A1.24) 

since AB runs through the whole group G as A does. Such an element B can 
always be found in case X is not the principal character. Now, SeX (B) - 1) = ° 
implies that S = 0, if X (B) ¥= 1. This proves the second part of (A 1.24). If, on 
the other hand, X is the principal character, then every term in the sum is = 1, and 
the first part of (A 1.24) follows immediately. 

The Conjugate or Inverse Character 

Taking the complex conjugate of (A1.23) we have X(AB) = X(A)X(B), which 
shows that if X is a group character, so is its conjugate, X. Now, since the value 
of X (A) is always a root of unity ~n' we have 

(A1.25) 

Because of the relation X(A) = X -1 (A) this character is also called the inverse 
character of X(A). 

Before we proceed with the next theorem we have to give 

Definition At.ll. Two complex-valued functions ¢ and 1{1 defined on a group G 
are said to be orthogonal on G if EA ¢(A)1/I(A) = 0, where the summation is 
extended over all elements A of G. 

Theorem At.7. Two distinct characters Xl (A) and X2(A) defined on the same 
group are always orthogonal, i.e. 

LXI (A)X2(A) = 0, if Xl ¥= X2' (A1.26) 
A 
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Proof. The product X (A) of two characters X I (A) and X 2 (A) is again a character, 
since 

Thus, from Theorem AI.6 above, we find that 

LX(A) = LXI(A)X2(A) =0, 
A A 

unless X (A) is the principal character, which would imply XI (A)X2(A) = 1 for 
all A of G. But this would lead to X2(A) = I/XI(A) = XI(A), contrary to the 
assumption that XI and X2 be distinct characters. 

Homomorphisms and Group Characters 

Let P be a prime and { a pth root of unity f= 1. The group S generated by { under 
complex multiplication is a cyclic group of order p. Suppose another group G 
has S as a subgroup and that there exists a homomorphism which maps G onto 
S in such a way that the elements A and B of G are mapped onto {j and l;k, 
respectively, say. This mapping induces a group character X(A) defined on G, 
since the homomorphism forces A B to be mapped onto l;; . l;k, which means that 
X(AB) = l;jl;k = X(A)X(B). 

Example. Let G = M31 , the group of primitive residue c:1asses mod 31 and S be 
the group generated by l; = e21ri /5. M31 is cyclic of order 30 and has g = 3 as 
a generator. Its elements can thus be written as 3 j mod 31, j = 1, 2, 3, ... , 30. 
Since 5130 and G is cyclic, G has a cyclic subgroup of order 5, i.e. a subgroup 
isomorphic to S. The mapping from the element 3j of G onto l;j of S is thus a 
homomorphism from G to S and the function X (3j) = l; j defines a group character 
on M31.-Mapping 3 j onto l; jS, 1 :s s :s 4, (s, 5) = 1, defines tp(5) = 4 different 
group characters for M 31. Considering, more generally, a cyclic subgroup of any 
order dl30 of M310 we can in a similar way construct tp(d) group characters for 
M31. Doing this for all divisors d of 30 we will in total find Ldl30 tp(d) = 30 
different group characters on M31.-In general, a finite, abelian group of order n 
possesses exactly n different group characters. 
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APPENDIX 2 

BASIC CONCEPTS IN HIGHER ARITHMETIC 

Divisors. Common Divisors 

Let us commence with 

Definition A2.1. d is called a divisor of n, ifthe division n/ d leaves no remainder. 

Example. The integer 15 has the divisors -IS, -5, -3, -I, 1,3,5 and 15. 

It is usually sufficient to consider only the positive divisors. If d is a divisor 
of m as well as of n, d is called a common divisor of m and n. The greatest 
common divisor, GCD, d of m and n has been accorded a notation of its own: 
d = GCD(m, n). (Cf. p. 239-240.) 

Example. 9 possesses the divisors 1, 3 and 9, and 15 has the divisors 1,3,5 and 
15. Thus, GCD(9, 15) = 3. 

Euclid has proved a fundamental property of divisors of integers, namely 

Theorem A2.1. If clab and GCD(c, a) = 1, then clb. 

Proof. Consider the diophantine equation ax + cy = 1. Since GCD(c, a) = I, 
according to theorem A1.2, this equation has integer solutions x, y. Therefore, 
there exists (at least) one pair of integers x, y such that 

b = b(ax + cy) = (ab)x + c· by = (a: x + bY) c. 

Since it is assumed that clab the number in the larger parenthesis is an integer, and 
thus c must also divide b, proving the theorem. 

The Fundamental Theorem of Arithmetic 

We have now sufficient tools at our disposal for proving the fundamental theorem 
of arithmetic: 

Theorem A2.2. If Pi and qj are positive primes, and if 

nn a· nm {3j 
a = Pi' = qj' (A2.1) 

i=1 j=1 
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where 
1 < PI < P2 < ... < Pn-I < Pn 

and 
1 < ql < q2 < ... < qm-I < qm' 

then n = m, Pi = qi and (Xi = fJi' i.e., every positive integer has a composition 
into positive prime factors, which is unique apart from the' order of the factors. 

Proof. If P and q are distinct primes, then P Iq is never true since if this were 

the case then q would be composite, q = P . (q / p). Now, PI la, i.e. PI! n qjj. 
Theorem A2.1 then tells us that PI divides at least one of the factors qj. But since 
both PI and all the qj'S are assumed prime, this is only possible if PI = qj. If 
we now divide the whole equation (A2.1) by PI = qj and repeat the procedure, 
we obtain the same result for another pair of prime factors Pk and q/. Continuing 
in this way, we will finally arrive at the equation 1 = 1. Thus, assuming that the 
prime factors in the two representations (A2.1) are given in increasing order of 
magnitude and counting the multiplicity of each factor, the theorem follows. 

Remark. The representation of a positive integer n as a product of positive prime pow­

ers, where the primes are given in increasing order of magnitude, is called the standard 
factorization of n. 

Congruences 

The notion of congruence was introduced by Gauss, who gave the following 

Definition A2.2. If a - b is divisible by n, we write a ,= b mod n (read: a is 
congruent to b modulo n). 

Since the remainder r on division of a by n can always be chosen in such 
a way that 0 ~ r ~ n - I, any integer is congruent to one of the integers 0, I, 2, 
... ,n - 1 mod n. Thus, what a congruence relation mod n actually defines is a 
mapping of all integers onto only precisely n integers, and the mapping is such 
that any two integers, which have a difference divisible by n, are always mapped 
upon the same integer. We shall show that this mapping is homomorphic. The 
integers 0, I, 2, ... , n - 1 represent what is called the n different residue classes 
modn. 

Example. If n = 5, the integers 

... - IS, - to, -5, 0, 5, 10, 15, ... are mapped onto 0 

... - 14, - 9, -4, I, 6, II, 16, ... are mapp,:::d onto 1 

... - 13, - 8, -3, 2, 7, 12, 17, ... are mapped onto 2 

... - 12, - 7, -2, 3, 8, 13, 18, ... are mapped onto 3 
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... - 11. - 6. -1. 4. 9. 14. 19 •... are mapped onto 4. 

The relation a == b mod n is equivalent to 

a = b + nk. with integer k. (A2.2) 

By using this rule. it is easy to deduce the following arithmetic rules for congru­
ences: 

Theorem A2.3. If a == b mod nand c == d mod n. then also a + c == b + d mod n. 
a - c == b - d mod nand ac == bd mod n, i.e. the mapping of all integers onto 
the residue classes mod n is homomorphic. 

Thus. it is allowed to add. subtract and multiply congruences modn. This 
means that the residue classes mod n constitute a ring, called the ring of (all) 
residue classes mod n. 

Example. 100 == 4 mod 12, since 100 = 12·8 + 4, and 51 == 3 mod 12. because 
51 = 12 . 4 + 3. Performing addition. subtraction and mUltiplication of these two 
congruences we find that 151 == 7 mod 12. 49 == 1 mod 12 and 5100 == 12 == 0 
mod 12. as is also easily verified by direct calculation. 

Proofs of these rules are based on simple algebra: a = b + kn and c = d + In 
imply that a ± c = b ± d + (k ± /)n, i.e. a ± c == b ± d mod n. and that 
ac = (b + kn)(d + In) = bd + (kd + bl + kln)n, i.e. ac == bd mod n. 

The rule for cancelling a congruence by an integer is a little more complicated: 

Theorem A2.4. If ac == bc mod n. then 

a==b mod . ( n) 
GCD(c. n) 

Hence. if d = GCD(c. n) > 1. the resulting congruence is not valid mod n, but 
only modn/d. 

n I c (n C) Proof. Sincenl(a-b)c.certainly d (a-b)d' SinceGCD d' d = 1. theorem 

A2.1 gives 

~ I a - b i.e. a == b (mod ~) . 
Both sides of a congruence can thus be divided by the same integer c. provided 
that the modulus n is in the same operation divided by GCD(c. n). This is the 
cancellation rule for congruences. 

Example. 3500 == 70 mod 245. When cancelling the factor 70, we must not forget 
to divide the modulus 245 by GCD(70, 245) = 35; the result of the cancellation 
is therefore 50 == 1 mod 7. 
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The rules given for operating on congruences are, as a matter offact, extremely 
efficient when an algebraic expression needs to be evaluated mod n. We give some 
examples. What is the result of 3'00 mod 101? In order to compute a power 
efficiently, we use the method of successive squarings, followed by occasional 
multiplications (cf. p. 87). In this particular case, we find, successively 

35 = 243 = 202 + 41 = 41 mod 101, 

310 = (35)2 = 
320 = 
340 = 

412 = 
652 = 

(-17)2 = 

350 = 340 .3'0 = -14·65 = 

3'00= (350)2 = (_1)2 = 

1681 = 65 mod 101, 

4225 =-17 mod 101, 

289 =-14 mod 101, 

-910 = -1 mod 101, 

1 = 1 mod 101. 

Another example is: What is the value of 4n mod 12? Since 42 = 16 = 4 mod 12, 
43 = 4 . 42 = 4 . 4 = 42 = 4 mod 12 etc. obviously, 4n =: 4 mod 12 for n > O. 

Linear Congruences 

If a and b are known residue classes, and x is an unknown residue class such that 

ax = b modn, (A2.3) 

then x is said to satisfy the linear congruence (A2.3). This congruence is equivalent 
to the diophantine equation 

ax = b+ny (A2.4) 

which, according to theorem A1.2, is solvable if and only if 

GCD(a, n)lb. (A2.5) 

If GCD(a, n) = d, (A2.3) can, in this case, be cancelled by d to give 

~x =!!.. (mod~) 
d d d' 

(A2.6) 

a congruence with GCD(a/d, n/d) = 1. Thus, if a linear congruence (A2.3) has 
any solutions, it can be transformed to the congruence (A2.6) or, with changed 
notation, to 

ax = b mod n, with GCD(a, n) == 1. (A2.7) 

The situation is described by 
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Theorem A2.S. The linear congruence (A2.7) is always satisfied by precisely one 
residue class x modn. This solution is sometimes denoted by x == a-lb modn or, 
alternatively, by x == bla mod n. 

Proof. Let x extend through all the residue classes mod n. Then all the values of 
y == ax modn are distinct, since aXI == aX2 modn would imply Xl == X2 modn due 
to the assumption that GCD(a, n) = 1 and the cancellation rule for congruences. 
Since there are precisely n residue classes, the n different values of ax mod n must 
each fall in one residue class. Thus for precisely one value of x mod n, a specific 
value b for which ax == b mod n holds, as stated. 

Linear Congruences and Euclid's Algorithm 

A linear congruence can be solved by applying Euclid's algorithm. We demonstrate 
this with the example 

3293x == 222 mod 8991 

which is equivalent to 
3293x = 222 + 8991y. 

Reduce this diophantine equation mod 3293: 

222 + 8991y == 0 mod 3293. 

Now one line of Euclid's algorithm comes into effect (compare with the example 
on p. 241): 

222 + (2·3293 + 2405)y == 222 + 2405y == 0 mod 3293. 

Continuing in this way, we obtain successively: 

222 + 2405y = 3293z, 

222 = 888z + 2405u, 

222 = 629u + 888v, 

222 = 259v + 629w, 

222 = 111w + 2591, 

222 == 888z mod 2405, 

222 == 629u mod 888, 

222 == 259v mod 629, 

222 == 111 w mod 259, 

222 == 371 mod 111, 

222 = 371 + Ills. 

At this stage 371111, and Euclid's algorithm terminates. The result is that the 
integers 3293 and 8991 have 37 as their GCD. Now, check whether 371222. It 
does, and therefore the given congruence is solvable. Proceed as follows: First 
divide the last equation by the GCD to obtain 

6=t+3s, i.e., 1=6-3s, 
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where s is an arbitrary integer, a so-called parameter, used as an aid to express 
all solutions x, y. To achieve this goal, repeat the above calculation backwards, 
expressing everything in terms of s: 

222 - 259t 222 -259(6-3s) 
-12 7s W= = = + 

111 111 

222 - 629w 222 - 629(-12 + 7s) 
V= = = 30 - 17s 

259 259 

222 - 888v 222 - 888(30 - 17s) 
-42 + 24s U= = = 629 629 

222 - 2405u 222 - 2405(-42 + 24s) 
114 - 65s Z= = = 888 888 

222 - 3293z 222 - 3293(114 - 65s) 
-- 156 + 89s -y= = = 2405 2405 

and, finally 

222 + 8991y 222 - 8991 (-156 + 89s) 
426 - 243s X= = = 3293 3293 

i.e., 
x == 426 mod 243 == 183 mod 243. 

A more elegant way to find the value of x, making use of continued fractions, 
is presented in Appendix 8, pp. 334-337, where the reader can also find a computer 
program for solving a linear congruence. 

Systems of Linear Congruences 

Consider a system of simultaneous linear congruences, 

aix == hi mod ni with GCD(ai, ni) = 1, (A2.8) 

each of them assumed solvable. Furthermore, suppose that no two ni's have 
common divisors > 1, so that GCD(ni, n j) = 1 if i =I- j. Then we have the 
following 

Theorem A2.6. The Chinese Remainder Theorem. The: system of simultaneous 
congruences (A2.8) is solvable, and the congruences have precisely one common 
solution x modO ni, if GCD(ni, nj) = 1 for all pairs i, j .. 

Proof. Start by considering just two simultaneous congruences 

(A2.9) 
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and 
a2X == b2 mod n2. (A2.1O) 

We shall prove that these two congruences have precisely one common solution x 
mod nln2. Firstly, (A2.9) implies that alx can be written as alx = bl + nIt for 
some integer t, or equivalently, 

(A2.11) 

and secondly, (A2.1O) implies that a2X = b2 + n2U or 

(A2.12) 

Subtracting (A2.II) and (A2.I2), we have 

(A2.13) 

However, since the solvability test is satisfied, this new congruence is, according 
to Theorem A2.5, always solvable mod nln2. It is easily observed that this is the 
case: 

GCD(n2al - nla2, nt) = GCD(n2al, nt) = 1 

since both (n2, nl) = 1 and (aI, nl) = I, and analogously for 

The fact that the solution of CA2.13) really satisfies both (A2.9) and CA2.1O), and 
not only the combination (A2.13) of these two, can be verified by reducing CA2.13) 
first to mod nl and then to modn2. These reductions lead back to precisely (A2.9) 
and (A2.1O). 

The solution of the general case with any number of simultaneous congru­
ences, with pairwise relatively prime moduli, can now be built up step-wise by 
successively applying the result for two congruences and then appending the re­
maining congruences, one at a time. (Two integers m and n are said to be relatively 
prime, if GCD(m, n) = 1.) This proves the general theorem. 

The Residue Classes mod p Constitute a Field 

Theorem A2.4 yields a particularly simple result if the module n happens to be 
a prime number p. Always, in such a case, GCD(c, p) = 1 or p. However, if 
GCD(c, p) = p, on cancelling the congruence by p, we obtain a == bmod1, which 
is a trivial congruence, since the difference a - b of any two integers is always 
divisible by 1. Thus, if we disregard this trivial case and forbid cancellation by p, 
we may state that a congruence mod p can always be cancelled without affecting 
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the module, since the module pIGCD(c, p) remains = p .. Hence, divisions by all 
integers except p, acting as the zero element, are allowed in the ring of residue 
classes mod p. This ring thus constitutes a field, since according to Theorem A2.5, 
all these divisions give unique results. This conclusion can be re-phrased as 

Theorem A2.7. If p is a prime, then the ring of all residue classes mod p is a field. 
The p - 1 residue classes ¢. 0 mod p constitute a (multiplicative) abelian group 
of order p - 1. This group is denoted by M p' 

Example. The structure we studied in Appendix I, p. 250--251, is the field cor­
responding to p = 5. The division alb has to be carried out as a multiplication 
ab-1, which is always possible to perform, since the multiplicative group contains 
the inverse b-1 of every element b =1= O. 

From this general theory, the very important theorem of Fermat now follows 
easily as a special case of Lagrange's Theorem AI.3 on p. 248: 

Theorem A2.8. Fermat's Theorem. If p is a prime, and a¢.O mod p, then 

a P- 1 == 1 mod p. (A2.14) 

Multiplication by a yields 
a P ==a modp, (A2.I5) 

a variation of the theorem which holds for all a, i.e. also when a == 0 mod p. 

The Primitive Residue Classes mod p 

If n is a composite number, the ring of all residue classes mod n cannot also be 
considered to be a field. This is because cancellation of a congruence mod n by 
any of the divisors d of n also requires the corresponding cancellation of n, and 
thus carries us from the ring mod n to another ring, viz. mod n I d. In this case, d 
is said to be a zero divisor of the ring, since din and n == 0 mod n.- However, 
if we avoid the zero divisors of n, i.e. if we consider only the so-called primitive 
residue classes a mod n with GCD(a, n) = I then, according to Theorem A2.5, 
all divisions by these elements can be uniquely performed. The primitive residue 
classes modn actually constitute a multiplicative group Mn of order qJ(n). This 
important number-theoretic function qJ(n) is called Euler's totient function. In 
the next section we shall describe the structure of Mn in some detail, but for the 
moment we shall concentrate on the following important question: How many 
primitive residue classes are there mod n, i.e., of which order qJ(n) is the group Mn 
or which is the same thing, how can we enumerate all a's satisfying 

GCD(a, n) = I and I ~ a ~ n? (A2.I6) 

Consider firstthe simplest case, when n = pa, a prime power. Then GCD(a, n) > I 
if and only if pia, which is true if a is one of the pa-l multiples of p between I 
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and pet, i.e. for the integers 

a = p, 2p, 3p, ... , pet-I. p. 

The remaining pa - pa-I integers below pa represent the different primitive 

residue classes mod pa, and thus we find the value of Euler's function in this case 
to be 

qJ(pa) = pet-I (p _ I), if p is a prime. (A2.17) 

In particular a = 1 gives 
qJ(p) = p - 1. (A2.18) 

Taking this simple result as a starting point, we now have to deduce qJ(n) when 
n = n p~i. This can be done by using the relation 

qJ(mn) = qJ(m)qJ(n), if GCD(m, n) = 1. (A2.19) 

The relation (A2.19) asserts that Euler's function is multiplicative; a fact that 
can be proved as follows: If GCD(m, n) = 1, each residue class a mod mn with 
GCD(a, mn) = 1 simultaneously satisfies both GCD(a, m) = 1 and GCD(a, n) = 
I, and conversely. But from Theorem A2.6, we know that every combination of 
primitive residue classes 

x == b l modm I 
x == b2 modn 

(A2.20) 

corresponds to precisely one of the primitive residue classes mod mn. Thus, if 
GCD(m, n) = 1, qJ(m) primitive residue classes mod m can be combined with 
qJ(n) primitive residue classes mod n to obtain qJ(m )qJ(n) primitive residue classes 
mod mn. This is the reason why Euler's function is mUltiplicative, and (A2.19) is 
immediate. 

Using the basic results (A2.17) and (A2.19) we now obtain 

qJ(n) = n p~i-I(pi -1) = n n (I -~) , 
i i PI 

'f n a-I n = Pi'. (A2.21) 

As usual, the primes Pi must all be distinct. Lagrange's theorem A 1.3 now leads 
to the following generalization of Fermat's theorem A2.8 for the case of composite 
modules n: 

Theorem A2.9. Euler's Theorem. If GCD(a, n) = 1 and n = n p~i, then 

a'P(n) == 1 mod n, (A2.22) 

where qJ(n) = n p~i-I(pi - 1) is the number of primitive residue classes modn. 

Using Euler's Theorem, we can find a way of explicitly writing down the 
quotient of two residue classes, alb mod n. The formula is 

(A2.23) 
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The Structure ofthe Group M" 

The multiplicative group of all primitive residue classes modn, Mn , contains 
precisely q>(n) elements. Gauss proved that Mn is a cydic group if and only if 
n = 4, n = pa or n = 2p a, and P is an odd prime. A proof can be found in [1]. 
The result by Gauss is a special case of a more general theorem on the structure 
of Mn, which we shall not prove in this book, see [2]. We shall however describe 
the structure of Mn in the general case. 

According to Theorem A 1.4 on p. 252, every finite abelian group can be 
written as a direct product of cyclic groups of prime power orders. Moreover, the 
direct product of two cyclic groups of orders m and n, if GCD(m, n) = 1, is itself 
a cyclic group. Therefore, in general, there is no need to reduce an abelian group 
into group factors of prime power orders in order to be able to express the group as 
a product of cyclic groups-decomposition can be effected with certain suitably 
chosen larger cyclic group factors. We shall now describe the possible ways in 
which this can be accomplished for the group Mn. 

If n = n p~', with Pi all distinct primes, then the order of Mn is, as we have 
just seen, q>(n) = n p~,-l (Pi - 1). Next, assume that 

Pi -1 = n qtj
, 

j 

where qij, j = 1,2, ... are distinct primes. Then q>(n) takes the form 

() n a,-l {3'j 
q> n = Pi qij' 

i,j 

(A2.24) 

(A2.25) 

The representation (A2.25) will, with a minor modification, give rise to those 
prime powers which actually are the searched for orders of the cyclic groups in the 
decomposition of Mn as a direct product of groups in accordance with Theorem 
A 1.4. The modification is that if 2a In for ex :::: 3, then a factor 2 has to be separated 
from q>(2a), and thus q>(2a) = 2a - 1 has to be written as 2: • 2a- 2 in such a case. 

Examples. 

n = 4 = 22 has q>(n) = 2 (A2.26) 

n = 8 = 23 has q>(n) = 2 . 2 (A2.27) 

n = 15 = 3·5 has q>(n) = 2 . 4 (A2.28) 

n = 16 = 24 has q>(n) = 2 . 4 (A2.29) 

n = 17 has q>(n) = 16 (A2.30) 

n = 24 = 23 .3 has q>(n) = 2 . 2 . 2 (A2.31) 
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n = 63 = 32 .7 has qJ(n) = 2 . 3 . 2 . 3 = 6 . 6 (A2.32) 

n=65=5·13 has qJ(n) = 4·4·3 = 12·4 (A2.33) 

n = 104 = 23 . 13 has qJ(n) = 2 . 2 . 4 . 3 = 12·2·2 (A2.34) 

n = 105 = 3 . 5 . 7 has qJ(n) = 2 . 4 . 2 . 3 = 12·2·2. (A2.35) 

In each instance, the factorization of qJ(n) given first indicates the order of the 
cyclic groups referred to in Theorem A 1.4. Using the just mentioned possibility 
of multiplying together those cyclic groups which have orders without common 
divisors, we can multiply occurring powers of different primes, and thus sometimes 
find several different representations of Mn as a product of cyclic groups. Among 
all these possibilities, it is interesting to select the one which will give the least 
number of group factors. This is accomplished by first mUltiplying all the highest 
prime powers of each individual prime in the given representation of qJ(n). The 
procedure is then repeated on the prime powers remaining after the first round, 
and so on. Whenever this manner of writing qJ(n) differs from the one arrived at 
in the first place, it has been indicated in the examples above by giving a second 
representation of qJ(n). (This occurs in (A2.32)-(A2.35).) Thus e.g. both MI04 

and MI05 can be written as a direct product of three cyclic groups, of orders 12, 2 
and 2, respectively, and thus MI04 and MI05 are isomorphic. 

In order to clarify this discussion, let us take a close look at an example, 
n = 15. The group M I5 has qJ(l5) = 8 elements a. It has two generators, gl and 
g2 of orders 2 and 4, respectively, so that the group elements a can be written as 

(A2.36) 

with 0 ~ el ~ 1 and 0 ~ e2 ~ 3. A possible choice of gl and g2 is gl = 11 and 
g2 = 2. It is easy to verify the following congruences mod 15: 

1 = 11°2°, 

8 = 11°23 , 

2 = 11 °21 , 4 = 11 °22 , 

11=11 12°, 13=11 123, 

7=11 121, 

14 = 11 122, 

giving the representation of all 8 elements of MI5 in the form (A2.36). 
The table on the next page contains representations, analogous to (A2.26)­

(A2.35), for all groups Mn with n ~ 50, as products of cyclic groups with generators 
gi of the cyclic group factors. We observe that if qJ(m) and qJ(n) have identical 
factorizations under the rules established, then the groups Mm and Mn are isomor­
phic. The table shows that, among others, the groups M15 , M 16, M20 and M30 all 
are isomorphic (of type 2·4). So are M35, M39 and M45 (of type 2 . 12). On the 
other hand, MI6 (of type 2·4) and M24 (of type 2·2·2), both of order 8, show 
different structures. 
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n qJ(n) >"(n) gj n qJ(n) >"(n) gj 

3 2 2 2 27 18 18 2 

4 2 2 3 28 2·6 6 13,3 

5 4 4 2 29 28 28 2 

6 2 2 5 30 2·4 4 11,7 

7 6 6 3 31 30 30 3 

8 2·2 2 7, 3 32 2·8 8 31, 3 

9 6 6 2 33 2·10 10 10,2 

10 4 4 3 34 16 16 3 

11 10 10 2 35 2· 12 12 6,2 

12 2·2 2 5, 7 36 2·6 6 19,5 

13 12 12 2 37 36 36 2 

14 6 6 3 38 18 18 3 

15 2·4 4 14,2 39 2· 12 12 38,2 

16 2·4 4 15, 3 40 2·2·4 4 39, 11, 3 

17 16 16 3 41 40 40 6 

18 6 6 5 42 2·6 6 13,5 

19 18 18 2 43 42 42 3 

20 2·4 4 19,3 44 2·10 10 43,3 

21 2·6 6 20,2 45 2·12 12 44, 2 

22 10 10 7 46 22 22 5 

23 22 22 5 47 46 46 5 

24 2·2·2 2 5,7, 13 48 2·2·4 4 47,7,5 

25 20 20 2 49 42 42 3 

26 12 12 7 50 20 20 3 

Homomorphisms of Mq when q is a Prime 

Suppose n is a prime q such that q - 1 = ni Pi is a square-free number. Since 
Mq is cyclic of order n Pi, Mq contains cyclic subgroups Cp of order P for each 
of the primes P = Pi. If g is a generator of Mq then g(q-I)/p is a generator of 
Cpo The mapping ofthe element gj in Mq on g(q-I)j/p in Cp is a homomorphism. 
Let ~p be a pth root of unity. Then this homomorphism induces a group character 

Xp(gj) = ~j. All those elements A of Mq, for which X (A) = 1 form a subgroup 
of Mq , called the kernel of the homomorphism. The kernel is composed of the 
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elements gP, g2 p , g3 p , .•• ,gq-l = I.-If this construction is carried through for 
all prime factors Pi of q - 1, one kernel is found for each of the mappings. For 
these kernels we have the following theorem which we shall need in the proof of 
Lenstra's primality testing algorithm on p. 134. 

Theorem A2.10. If q - 1 is square-free, then all these kernels have precisely one 
element in common, the neutral element of the group Mq • 

Proof. An element of one particular of the kernels can be written in the form gjp; , 

where Pi is the prime used in the corresponding homomorphism. Thus, in order to 

belong to all of the kernels simultaneously, an element must be of the form gj n p; . 

But the only element of this form in Mq is gnp; = gq-l = I. 

Carmichael's Function 

The technique described for finding a group decomposition of Mn , that of first 
multiplying the largest powers of each prime in the modified factorization of q.>(n) , 
and then repeating this procedure with what remains of q.>(n), leads to a result 
in which the first factor found is an integer multiple of all factors subsequently 
discovered. Those cyclic groups Gi, the direct products of which give M n , thus 
have orders di which all divide the largest of these orders, called Carmichael's 
function >"(n). Referring back to (A2.25), we see that >"(n) is the least common 
multiple of all the factors q.>(p~;) of q.>(n), with a modification similar to the one 
made above, i.e., if 81n then the power 2a - 2 is regarded as a factor instead of 
q.>(2a) = 2a - l . Formally, this rule for computing >"(n) can be stated as 

>..(pa) = q.>(pa), when p = 2 and C'i ::: 2, and when p ::: 3 

>"(2a) = ~q.>(2a), when C'i::: 3 (A2.37) 

>"(n) = LCM[>"(p~;)]i' if n = n p~;. 
If 

(A2.38) 

and di is the order of the group G i, then every element a of Mn can be written in 
the form 

(A2.39) 

Furthermore, for every i, 

gf; == 1 mod n, with d;l>"(n). (A2.40) 
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Carmichael's Theorem 

An immediate consequence of (A2.39) and (A2.40) is 

Theorem Al.ll. Carmichael's Theorem. If GCD(a. n) = 1. then 

aA(n) == 1 mod n. (A2.41) 

This is a very useful. but often forgotten generalization of Euler's theorem A2.9. 

Example. For n = 65520 = 24 . 32 ·5·7· 13. Euler's function cp(n) assumes the 
value 8·6·4·6·12 = 13824. while >"(n) = LCM[4. 6. 4. 6. 12] = 12. For all 
a with GCD(a. n) = 1 we thus have 

a l2 == 1 mod 65520. 

In the small table above. we have given >"(n) as well as cp(n). 

In the chapter on cryptography we require a slight generalization of (A2.41) 
to include values of a with GCD(a. n) > 1. This is provided by 

Theorem Al.12. If n is a product of distinct primes then. for all a. 

aA(n)+1 == a mod n. (A2.42) 

Proof. Let n = n Pi. By Fermat's Theorem. 

aPI-I == 1 mod Pi. yielding am(PI-I) == 1 mod Pi. 

Multiplying by a. we infer that 

aSI == a mod Pi if Si == 1 mod (Pi - 1) (A2.43) 

for all a satisfying GCD(a. Pi) = 1. It is an interesting fact that this congru­
ence holds also when GCD(a. Pi) = Pi. because then both sides of (A2.43) are 
== 0 mod Pi. Choosing a value of S == Si == 1 mod (Pi - 1) for every value of i. we 
arrive at the following congruences: 

as==amodPi. ;=1.2 •...• foralla. (A2.44) 

Now. by the Chinese remainder theorem. these congruences may be combined 
into one congruence mod n which obviously is as == a mod n provided that the 
exponent S == 1 mod Pi - 1 for every prime factor Pi of n. However. since )..(n) 

is the LCM[Pi - 1]. the choice S = )..(n) + 1 satisfies the conditions imposed on 
s, thus proving (A2.42). 

Remark. Since ).,(n) is the least common multiple of all the Pi - 1. ).,(n) + I is also the 
smallest value of s > 1 satisfying s == 1 mod Pi - 1 for all i. In general as == a mod n 
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holds for all values of a if and only if s == 1 mod A(n). For particular values of a, as could, 
of course, be == a for much smaller values of s than A(n) + I.-Moreover, if n contains 
multiple prime factors, then (A2.42) need no longer be true. as can be seen from the example 
n = 12 with A(n) = 2 and 23 = 8 ¢ 2 mod 12. 
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APPENDIX 3 

QUADRATIC RESIDUES 

Legendre's Symbol 

Let us commence with 

Definition A3.1. If GCD(a, n) = 1 and if the congruence 

x 2 == a modn (A3.1) 

has solutions x, then a is called a quadratic residueofn. If(A3.1) has no solutions, 
a is a quadratic non-residue mod n. 

For the case when n is an odd prime p, Legendre introduced a special symbol 
(a I p) which is given the value + 1 if a is a quadratic residue and the value -1 if a 
is a quadratic non-residue of n. 

Examples. Calculating (± 1)2, (±2)2 and (±3)2 mod 7 we find that a == 1,2 and 
4 are the quadratic residues mod 7. The remaining residue classes, i.e. a == 3,5 
and 6 are the quadratic non-residues mod 7.-Analogously, it can be shown that 
a == 1 is the only quadratic residue mod 12.-Please note that a == 4 and a == 9 
do not count as quadratic residues mod 12, since GCD(a, 12) > 1 for these values 
ofa. 

Arithmetic Rules for Residues and Non-Residues 

In Definition A3.1 a condition is that GCD(a, n) = 1, and thus we consider only 
those residue classes which belong to the group Mn of primitive residue classes 
mod n. As a matter of fact, definition A3.1 divides Mn into two parts. One 
part consists of all quadratic residues modn, and is actually a subgroup of Mn. 
The other part consists of all quadratic non-residues modn, and is composed of 
one or several cosets to this subgroup. (The other residue classes mod n, with 
GCD(a, n) > 1, which are not in Mn at all, are sometimes called semi-residues 
of n. The quantity (aln) is, in these cases, given the value 0.) Now quadratic 
residuacity is governed by the following two simple rules: 

Theorem A3.1. The product of two quadratic residues is always a quadratic 
residue, and the product of a residue and a non-residue is a non-residue. 
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Proof. x 2 = a mod nand y2 = b mod n imply (xy)2 = ab mod n, which proves 
the first half of the theorem. However, if the product of some quadratic residue x 2 

with some quadratic non-residue z were to result in another residue y2, then this 
would imply x 2z = y2 modn, which would immediately give z = (Y/X)2 mod n, 
i.e., contrary to the assumption, Z would actually be a quadratic residue. (Note 
that y/x is an integer modn, since we are allowed to form yx- I without leaving 
the group Mn of primitive residue classes.) This completes the proof. 

In general, no simple rule can be applied in order to deteJmine the quadratic 
character of the product of two quadratic non-residues. Only in the case when Mn 
is a cyclic group (and n > 2), and in particular when n is an odd prime, are there 
equal numbers of residues and non-residues, and in that case the product of two 
non-residues is always a residue. 

Proof. If Mn is a cyclic group, then all the group elements can be written as 

gs, for 1::: s ::: q;(n), (A3.2) 

where g is a generator of Mn. Obviously the q;(n)/2 group-elements 

(A3.3) 

with even exponents are all quadratic residues. Furthermore g must be a quadratic 
non-residue, because if g were = x 2 , then Lagrange's theorem A1.3 would give 
g'P(n)/2 = x'P(n) = 1. But then, contrary to the assumption, g would not be a 
generator of the cyclic group Mn. Now, since g is a non-residue, all the residues 
(A3.3) multiplied by g are also non-residues: 

(A3.4) 

But this exhausts all elements of Mn , and so we find the same number of residues 
and non-residues, both = q;(n) /2.-Besides, the product of two non-residues is, 
in this simple case, a residue, since 

good number. good number = geven number. 

The result can be summed up in 

Theorem AJ.2. If Mn is a cyclic group, i.e. if n = 4, n = pa or n = 2pa for 
some odd prime p, then there are q;(n)/2 quadratic residues and q;(n)/2 quadratic 
non-residues mod n. The product of two non-residues is always a residue in such 
a case, which means that Legendre's symbol always obeys the rule 

(~)(%) = (a;). (A3.5) 
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if p is an odd prime and if GCD(a, n) = GCD(b, n) = I, since Mp is a cyclic 
group. 

Example. We have discussed above the example p = 7, with (alp) = +1 for 
a == I, 2and4mod7, and (alp) = -1 fora == 3,5 and6mod7. Themultiplication 
table of M7 can be arranged in the following manner with the quadratic residues 
boxed: 

124 356 

1 124 356 
2 241 635 
4 412 563 

3 365 214 
5 536 142 
6 653 421 

Euler's Criterion for the Computation of (a I p) 

Euler discovered a method of finding out if a is a quadratic residue or not of p 
without having to calculate all the quadratic residues of p as we did above for 
p =7: 

Theorem A3.3. Euler's Criterion. If GCD(a, p) = 1 and if p is an odd prime, 
then 

(~) == a(p-l)/2 mod p. (A3.6) 

Proof. Let g be a generator of the cyclic group Mp. For which values of s is 
gS == -1 mod p? Obviously g2s mustthen be == 1 mod p. This can only be the case 
if 2s is a multiple of p - 1, since p - 1 is the smallest positive exponent e, making 
ge == 1 mod p. Therefore s must assume one of the values 0, (p - 1) 12, p - 1, ... 
Now g, g2, ..• ,gP-1 == 1 constitute all the different elements of M p (in some 
order), and so g(p-I)/2 must be that power of g which is == -1 mod p.-Now, if 
a can be represented as a == g' , say, then 

a(p-l)/2 == g'(p-l)/2 == (-1)' mod p, (A3.7) 

i.e., a(p-l)/2 == + 1 if t is even, which means that a is one of the quadratic residues, 
listed in (A3.3). Alternatively a(p-l)/2 == -1 if t is odd, in which case a is one of 
the quadratic non-residues of (A3.4). This proves Euler's Criterion. 
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The Law of Quadratic Reciprocity 

One of the highlights of number theory is the law of quadratic reciprocity, known 
to Euler and Legendre and proved by Gauss. It relates the two Legendre symbols 
(q/p) and (p/q) by 

Theorem A3.4. The quadratic reciprocity law. If p and q are odd primes, then 

(A3.8) 

We shall not here prove the theorem, but rather refer the reader to textbooks in 
number theory, such as [1] or [2]. 

If Theorem A3.4 is supplemented with a few of the caS($ which it does not 
cover, then it can be used for fast computation of the value of Legendre'S symbol 
(a/ p), when p is a prime. The required supplements are provided in 

Theorem A3.S. If p is an odd prime, then 

(-1) I h· h· {+l' if p = 4k + 1 P = (-Ip(p-l), w IC IS -I, if p=4k-1 
(A3.9) 

and 

(~) = (_1)(p2-l)/8, h· h· {+I' if p=8k±1 
w IC IS -1, if p = 8k =1: 3. 

(A3.1O) 

The proofs may also be found in [1] or [2]. 

Example 1. Computation of (123/4567), where the integer 4567 is known to be 
a prime. 

(4
1
5
2
:7 ) = (~~:~) = (4:67 ) . (4:!7 ) = 

= (45367)(_1)2283 X (4~~7)(_1)20.2283 = (~) (-1) (!~) =-1. 

Using Euler's criterion we have been able to answer the fairly simple question: 
"Which a's are quadratic residues mod p?" Using the quadratic reciprocity law we 
can answer the much more difficult question: "For which primes p is a a quadratic 
residue?" 

Example 2. When is (10/ p) = + I? The deduction runs as follows: 

(~) = (~)(%) = (~)(~). 
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But 

(~) = + 1, ifp = 8k ± 1 and 

(~) = - I, if p = 8k ± 3 according to (A3.1O). 

Also, 

( ~) = + 1, if p = 5m ± 1 and 

(~) = - 1, if p = 5m ± 2 according to (A3.6). 

Thus, (21 p)(p 15) is evidently a periodic number-theoretic function with its period­
length (at most) = 5·8 = 40. Thus it suffices to study all integers p in the interval 
[1,40] with GCD(p, 2) = 1 and GCD(p, 5) = 1. 

These different values of p lead to the following values of the Legendre­
symbols (21 p) and (pI5). Below the second rule the product of these two 
Legendre-symbols has been calculated. 

p mod 40 1 3 7 9 11 13 17 19 21 23 27 29 31 33 37 39 

1-1 1 -I -1 1-1-1 1 -1-1 I I-I 

I -1-1 I 1-1-1 1 I-I -1 1 1-1-1 

1 1-1 1-1 1-1-1-1-1 1-1 1 -1 1 

Therefore, (101 p) = + 1, if p is given by one of the forms 

p = 40k + 1, 3, 9, 13, 27, 31, 37, 39 (A3.11) 

and (lOlp) = -I, if p satisfies one of 

p = 40k + 7, 11, 17, 19, 21, 23, 29, 33. (A3.12) 

Remark. The reciprocal of the prime p has a periodic decimal expansion (except for the 
two primes p = 2 and 5). The period obviously contains d digits if the order of the residue 
class 10 of the group M p is d, because then loJ - 1 == 0 mod p, while 10' - 1 '# 0 mod p for 
any positive s smaller than d. The maximal period-length d = p - 1 is obtained if 10 is one 
of the group elements that can be used as a generator of Mp. Now, if (10/ p) = +1, Euler's 
criterion rules out a maximal period-length, since then already 10(p-l)/2 == 1 mod p, and 
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the period-length d must, in such a case, be a divisor of (p - 1)/2. Hence the primes with 
maximally long periods for their reciprocals are all to be found among the numbers (A3.12). 
The period-lengths for all primes below 101 except 2 and 5 are given in the following table: 

The period-length d of the decimal fraction 1/ p 

p 3 7 11 13 17 19 23 29 31 37 41 43 

d 1 6 2 6 16 18 22 28 15 3 ~' 
~, 21 

p 47 53 59 61 67 71 73 79 83 89 97 101 

d 46 13 58 60 33 35 8 13 41 44 96 4 

It is seen from the table that all p's with maximal period, 7, 17, 19,23,29,47,59,61 
and 97, belong to the set (A3.12), while all p's belonging to (A3.11)o have shorter periods. 

The calculation we completed above to find all primes with (10/ p) = 1 can, 
of course, be easily done for any positive or negative value of a instead of 10. The 
result will be analogous: (a/ p) = 1 (or = -1) for all p's falling within certain 
arithmetic series with the difference = 4a. 

For certain computations it is convenient to have access to these arithmetic 
series. At the end of this book, tables are provided in which all such series can be 
found for all square-free a with lal:::: 101 (Table 22). 

Jacobi's Symbol 

Originally the Legendre symbol (a / p) was only defined for the case when p is 
a prime. As we have seen, it obeys the rules (A3.S) and (A3.8)-(A3.IO). Jacobi 
found the following definition to be of value: 

Definition AJ.2. Jacobi's symbol. Let n be an odd integer with GCD(a, n) = 1. 
Define 

(A3.13) 

This extended symbol satisfies the same formal rules as does the original Legendre 
symbol. 

Thus, we have 

Theorem AJ.6. If m and n are odd positive integers, and if GCD(a, n) = 1 and 
GCD(b, n) = I, then 

(~ ) (~) = (a:) (A3.I4) 

(~I) = (_l)!(n-l) (A3.IS) 
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(A3.16) 

and 

(A3.17) 

A proof is given in [3]. 

At the beginning of this appendix, we mentioned that it could happen that 
the product of two quadratic non-residues is another non-residue. This may occur 
if Mn is not a cyclic group. However, since (A3.14) always holds, the Jacobi 
symbol (a In) occasionally assumes, in such a case, the value + 1 for a quadratic 
non-residue a mod n. As an example we give 

C~) = (~)(~) = (-1)(-1) = +1, 

although 2 is a quadratic non-residue mod 15. 

On the other hand, it is easy to prove that (aln) always takes the value +1, 
if a is a quadratic residue mod n, because since x 2 == a mod n is solvable, this 
congruence must also be solvable mod Pi for each factor Pi of n. As a consequence, 
each of the factors (al Pi) in (A3.l3) takes the value +1, implying that their product 
(aln) also takes the same value +1 in this case. 

The conclusion to be drawn from all this is that Jacobi's symbol (aln) cannot 
be of direct use to decide whether or not a is a quadratic residue mod n. Nonethe­
less, since Jacobi's symbol obeys the same formal laws as Legendre's symbol, its 
value can be computed in the same fast way without first establishing whether n is 
prime or not. If it subsequently emerges that n actually is a prime, then the value 
of the symbol provides information about the quadratic character of a mod n. The 
fact that (aln) = +1 (or = -1) may also be interpreted thus: n falls within one 
of those arithmetic series which contain all primes P with (alp) = +1 (or = -I, 
respectively). 

Example. In (A3.Il) the following assertion is made: Legendre'S symbol 

( ~) = + I, if P = 40k + 9 is a prime. 

From this fact we also deduce that Jacobi's symbol 

(~O) = +1, if n is any number of the form n = 40k + 9, 
even if n happens to be composite. We have e.g. 

(~~) = (~O)C70) = (~)(~) = (-1)(-1) = +1. 
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Obviously, 10 is a quadratic non-residue mod 49, since 10 == 3 mod 7, and 3 is a 
non-residue mod 7. In Chapter 4 we have sometimes used Jacobi's symbol in this 
way. 

A PASCAL Function for Computing (aln) 

In the following function Jacobi (d,n), (din) is computed recursively according 
to formulas (A3.14)-(A3.17). If n is even or if GCD(d, n) > I, then an error 
message is delivered. In such a case the variable Jacobi is given the value O. 

FUNCTION Jacobi(d,n : INTEGER) : INTEGER; 
{Computes Jacobi's symbol (din) for odd n} 
LABEL 1,2,3,4; 
VAR d1,n1,i2,m,n8,u,z,u4 : INTEGER; 
BEGIN 

d1:=d; n1:=abs(n); m:=O; n8:=n1 MOD 8; 
IF odd(n8+1) THEN 

BEGIN writeln(tty,'n even in (din) is not allowed'); 
GoTD 3 END; 

IF d1<O THEN 
BEGIN d1:=-d1; IF (n8=3) OR (n8=?) THEN m:=m+1 END; 

1: IF d1=O THEN 
BEGIN writeln(tty,'GCD(d,n»l in (din) not allowed'); 

GoTo 3 END; 
i2:=O; 

2: u:=d1 DIV 2; IF d1=u*2 THEN 
BEGIN i2:=i2+1; d1:=u; GoTo 2 END; 

IF odd(i2) THEN m:=m+(n8*n8-1) DIV 8; 
u4:=d1 MOD 4; m:=m+(n8-1)*(u4-1) DIV 4; z:=n1 MOD d1; 
n1:=d1; d1:=z; n8:=n1 MOD 8; IF n1>1 THEN GoTo 1; 
m:=m MOD 2; IF m=O THEN Jacobi:=l ELSE Jacobi:=-l; 
GoTo 4; 

3: Jacobi:=O; 
4: END {Jacobi}; 

Exercise A3.1. The number of quadratic residues. Deduce a fonnula for the number of 
quadratic residues of a composite number n = 2U n p~i. Hints 

1. Remember that GCD(a, n) has to be = 1. 
2. Any residue mod n has to be a residue of 2U and of all p~i. 
3. The residues of p~i are easy to find if you make use ofthe representation ofthe group 

M p~i , which is cyclic if Pi is odd and if p~i = 2 or 4, and is of type 2 x 2u - 2 if 2U for 
a ?l. 2 is considered. 
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4. The residues of the various moduli 2a and p~i may be combined by multiplication to 
give all residues modn. 

Check your formula on n = 15 and n = 24. How can all residues mod 15 be found 
from the representations (A2.36) of the elements of MIs? 

The Quadratic Congruence x 2 == c mod p 

We conclude this appendix by demonstrating how to compute efficiently the solu­
tions to the congruence 

x 2 == c mod p, p prime and (~) = +1. (A3.18) 

Since Euler's criterion gives c(p-I)/2 == I mod p, we have 

C(p+I)/2 == c mod p. (A3.19) 

Thus, if (p + 1)/2 is even, i.e., when p is of the form 4k - I, then we immediately 
find the solution 

x == ±C(p+I)/4 mod p. (A3.20) 

The Case p = 4k + 1 

The situation when p = 4k + 1 is more difficult but, contrary to what is frequently 
believed, there does exist an effective algorithm working in polynomial time only, 
see [4]. It is certainly not surprising that this algorithm is based on the theory of 
Lucas sequences, because in Lucas primality tests p + 1 frequently plays the same 
role as does p - 1 in ordinary Fermat tests. Starting with two Lucas sequences Un 
and Vn , defined as usual by (4.31), with the characteristic equation A 2 - P A + C = 0 
and P chosen so that p2 - 4c is a quadratic non-residue of p, we have, by (4.53) 

Up+1 == 0 mod p. (A3.21) 

Thus, according to (4.38), 

U p+ 1 = U(p+l)/2 V(p+I)/2 == 0 mod p. (A3.22) 

Further, using the same notation as on p. 115: 
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Since (a - b)2 = p2 - 4Q = p2 - 4c in our case, we obtain 

V 2 (p2 4 )U2 - 4c(p+l)/2 - 4 d (p+l)/2 - - C (p+l)/2 - = c mo p. (A3.23) 

At this point we ask the question: Which of the two factors U(p+l)/2 and V(p+l)/2 

in (A3.22) is divisible by p? Certainly not V(p+l)/2, because then (A3.23) would 
imply that -(P2-4c) and, since p is of the form4k+ I, also p2-4c, are quadratic 
residues of p, contrary to our choice of P. Thus, U(p+l)/2 must be divisible by p, 
and hence 

(A3.24) 

providing a solution to the congruence x 2 = c mod p in this case. Since the 
terms of a Lucas sequence can be computed in a logarithmic number of steps, the 
algorithm is of polynomial time. Besides, the amount of work required to compute 
Vn mod p is about three times that needed to find an mod p. 

Remark. Only if the Lucas sequence has already beenfound can the computation of V(p+l)/2 

be accomplished in polynomial time. Such a situation occurs e.g. when p is fixed and many 
square roots mod p have to be computed. If, however, a square root has to be computed 
modulo a different p each time, then also the time to find a suitable Lucas sequence has 
to be taken into account. Since there is no known deterministic algorithm for this search 
(there are only algorithms based on trial and error) the running time may in this case be 
little worse than polynomial time. 

Exercise A3.2. Square roots mod p. Write a computer program for the computation of Jc 
mod p, p odd, if the square root exists. (If not, print an error message.) Use the PROGRAM 
Fermat on p. 88 for the case p = 4k - 1 and the PROGRAM Fibonacci in exercise 4.2 on 
p. 111 for the case 4k + 1. 
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APPENDIX 4 

THE ARITHMETIC OF QUADRATIC FIELDS 

Integers ofQ(.JD) 

We shall define the concept of integers in a quadratic field. In order to distinguish 
these generalized integers from the ordinary integers 0, ± I, ±2, ... , we shall call 
the ordinary integers rational integers.--Consider all numbers z of the form 

z = r +s.[i5, (A4.1) 

with rand s rational numbers and D a square-free integer. (A square-free integer 
is an integer with no square factor, i.e. an integer with its standard factorization 
containing no multiple prime factors.) As we have demonstrated in Appendix 
I, formulas (Al.I8)-(A1.20) on p. 256, these numbers constitute a (quadratic) 
field, since all four arithmetic operations can be performed on any two numbers 
of the field, except division by 0, and give as result a number which is also of the 
form (A4.1). In order to discuss quadratic fields in greater detail, we require the 
following 

Definition A4.1. The number z is said to be an integer of the quadratic field 
Q(.JD) if it satisfies a quadratic equation of the form 

Z2 + pz +q = 0, (A4.2) 

with coefficients p and q that are rational integers. 

Since the number z = r + s.JD is a solution of the quadratic equation of the 
form 

(A4.3) 

the following conditions are necessary and sufficient in order that r + s.JD be an 
integer of the field Q(.JD): 

-2r and r2 - Ds2 must both be integers. 

Putting r = a/2 for integral a, 2r is always a rational integer and r2 - Ds2 = 
a2/4 - Ds2 is a rational integer if either 
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1. a is even (i.e. if r is a rational integer) and s is a rational integer. 

or 

2. a is odd (in which case a2/4 == 1/4 mod I), and Ds2 == 1/4 mod 1. The latter 
case occurs if and only if s == 1/2 mod 1 and at the samt: time D == 1 mod 4. 

These two separate cases can be reformulated as 

Theorem A4.1. The integers of Q(,Ji5) are 

x = r + s...(i5 = r + sp, if D == 2 or == 3 mod 4 (A4.4) 

-1 +,Ji5 
x = r + s . = r + sp, if D == 1 mod 4, 

2 
(A4.5) 

rand s being arbitrary rational integers. 

It is easy to verify that the given definition of integers of Q(,Ji5) complies 
with the normal rules for integers, namely that the sum, difference and product of 
any two integers is also an integer: 

(A4.6) 

and 

if p = .,lD 
. --1+,Ji5 
If P = 2 . 

(A4.7) 

Definition A4.2. The numbers x = r + s,Ji5 and x = r - s,Ji5 are called 
conjugate numbers in Q( ,J(5). The rational number 

{ 
r2 - Ds2, if D == 2 or ==:3 mod 4 

xx = N(x) = N(x) = D - 1 
r2 - rs - -4-s2, if D == I mod 4 

is termed the norm of x in Q( ,J(5). 

Note that 
N(x) = 0 if and only if x = 0, 

and that the norm of an integer of Q(,Ji5) is a rational integer. 

(A4.8) 

(A4.9) 

Examples. The set of ordinary complex numbers x + iy (corresponding to D = 
-1), contains the so-called Gaussian integers a +i b, a and b be:ing rational integers, 
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as a subset. The nann is N(a + ib) = a2 + b2. The integers of Q(.J=T) are the 
so-called lattice points of the coordinate system. See figure A4.1 below. 

y 

I x 

Figure A4.1. The Gaussian integers a + i b, of Q( .J=1) 

)' 

Figure A4.2. The integers a + bp, p = (-1 + i..(3)/2, ofQ(./=3) 
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Choosing D = -3 instead, the numbers ofthe field Q(.J -3) are x + yH 
with theirintegers being of the form a +bp, where the number p = (-I +H) /2. 
If depicted by points in the complex plane, the integers of Q( H) are the lattice 
points of the hexagonal lattice drawn in figure A4.2.-For other negative values 
of D, we arrive at situations analogous to the two described above; the integers of 
Q( -/75) being the lattice points of a particular lattice in the complex plane. 

The most important property of the norm of a number is that the norm is a 
completely multiplicative function. Thus, we have 

Theorem A4.2. N(cxfJ) = N(cx)N(fJ). 

Proof. If D == 2 or 3 mod 4, (A4.7) and (A4.9) imply that 

N(r, +s,.Jl5). N(r2 +S2.JD) = (rr - Dsr)(ri -- Dsi) = 

= (r,r2 + DS,S2)2 - D(r,s2 + s,r2)2 = 

= N (r, + s,.JD)(r2 + s2.JD») . 

If D == 1 mod 4, we have instead, putting (D - 1)/4 = T: 

(A4.1O) 

N(r, + SIP) . N(r2 + S2P) = (rr - rlsl - Tsr) . (ri - r2S2 - Tsi) = 

= (r,r2 + TS,S2)2 - (r,r2 + Ts,s2)(rls2 + s,r2 - S,S2)-

Units ofQ(-/75) 

We begin by making 

Definition A4.3. If x is an integer of Q( -/75) and 

N(x) = ±I, (A4.11) 

then x is called a unit of Q( -/75). 

Examples. Among the Gaussian integers there are four units, ± 1 and ±i, corre­
sponding to all solutions in rational integers of the equation r2 + s2 = 1. (Note 
that r2 + s2 = -I has no solutions!) In Q( H) the units are the integer solutions 
of 

which are 

{r = 0 
s = ±1 

N (r + sp) = r2 - r s + s2 = ± I, 

{ r = ±I 
s=o 

{ r = 1 
S = 1 
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leading to the six units 

x = ±1, 
-1±H 

x=± 2 . (A4.12) 

Real quadratic fields (D > 0) have infinitely many units. An example is the 
field Q(.J2), in which 

(A4.13) 

is a unit for every integral value of n, since 

Associated Numbers in Q(..(i5) 

The concept of associated numbers, well-known from the rational integers, see p. 1 
(n and -n are associated in the ring of rational integers), can also be generalized, 
according to the following 

Definition A4.4. Two integers a and fJ of Q(..(i5) are said to be associated, if 
their quotient is a unit. 

Examples. 2+3i and i(2+3i) = -3+2i are associated integers in Q(J=T).-In 
Q(.J2) the integers 5 +.J2 and 11 - 7.J2 are associated, because 

11 - 7.J2 = (11 - 7.J2)(5 - .J2) = 69 - 46.J2 = 3 _ 2./2 
5 +.J2 23 23 

and 
N (3 - 2./2) = 32 - 2 . 22 = 1. 

Associated numbers always have the same norm (or the same norm with a sign 
change). This is due to the fact that if a = fJx, then also N(a) = N(fJ)N(x) with 
N (x) = ± 1, which proves the assertion. However, the converse is not always true: 
There are integers in Q(..(i5)with the same norm, which are not associated. As 
an example, consider 2 + i and 2 - i in Q( J=T), both of norm 5, but nevertheless 
(2 + i)/(2 - i) = (2 + i)2/5 = ~ + ~i is not a unit of Q(f-}). 

Divisibility in Q(..(i5) 

If a = fJy, with a, fJ and y integers of Q( ..(i5), then a is said to be divisible by 
fJ (and by y). Notation: fJla (fJ divides a). Now, if fJla. then N(fJ)IN(a) must 
necessarily hold in the field of rational numbers. because N(a) = N(fJ)N(y) 
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and the norms are rational integers.-The arithmetic of congruences mod n in the 
field Q(../i5) is very similar to the arithmetic of congruences mod n in the field 
of rational numbers, since every rational integer n is also an integer of Q(../i5) 
with the norm N(n) = n2.-However, special care must be taken when applying 
Theorem A2.4 on p. 263, the cancellation rule for congruences. Whilst it is true 
that the cancellation rule 

dx == dy moddn ==> x == y modn 

is valid also in the field Q( ../i5), it is easy to overlook a common factor of the 
modulus and the two sides of the congruence. This stems from the fact that such a 
common factor must be an integer ofQ( ../i5), but the factor, if any, is not quite as 
easily recognizable as is a common factor in the field of rationals. If, for instance, 

(I + .J3)x == (1 + .J3)2 mod 10, 

then it does not follow by cancellation of the easily recognizable factor 1 + .J3 
that 

x == 1 +.J3 mod 10, 

but only that 

x == 1 + ,Jj (modI :~) = 1 +,Jj mod5(v'3 -1). 

If, for some reason, we are interested in using a module, which is a rational integer 
only, then the cancellation rule yields 

x == 1 + ,Jj mod 5. 

Exercise A4.1. Arithmetic operations mod 7 in the quadratic field Q( ,/6). Write down 
all residue classes mod 7 in Q( ,/6). (There are 49 of them.) Find out how to compute an 
expression like (a + b,/6)/(c + d,/6) mod 7. How much is (3 + 5v'6)/(8 - ,/6) mod 7? 
(Answer: 6 + 4,/6.) 

Fermat's Theorem in Q(../i5) 

A most interesting fact is that Fermat's theorem A2.8 on p. 268 has a nice gen­
eralization to the field Q(../i5). Before we are able to expand on this, we need 
to establish when an integer a = r + sp of Q(../i5) is == 0 mod n. This means 
that we would like n to divide a. Hence there must be an integer fJ = t + up of 
Q(v'V) such that a = nfJ, i.e. such that r + sp = nCt + up), which implies that 
r = nt and s = nu. Obviously, then, the condition that nlr + sp is equivalent to 
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r == s == 0 mod n. Applying this result, we are now in a position to generalize 
Fermat's theorem 

a P == a modp (A4.14) 

to integers of Q( .;75). Consider first the case with D == 2 or == 3 mod 4. Suppose 
p is an odd rational prime which does not divide D. Then, the binomial theorem 
yields 

+( p )rsp- 1 D!(p-I) + sP D!(p-l).;75 == 
p-l 

(since all the binomial coefficients (f) are == 0 mod p) 

(according to Fermat's theorem in the field of rationals) 

(using Euler's criterion for quadratic residuacity on p. 278) 

In the case when D == 1 mod 4, an analogous computation gives 

( -l+.;75)P ( )P aP = r + s . 2 = 2-P (2r - s) + sv'D == 

== ~ (2r-S)+s.;75(~)) = 

~ r+s. -\ + ([)v'D ~ {a modp, 

amodp, 
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All these cases can be collected as 

Theorem A4.3. Fermat's theorem in Q( .j[j). If a is an integer of Q( .j[j), and 
if p is an odd rational prime, then 

aP==amodp, if (~)=+1 (A4.15) 

or 

aP == a mod p, if ( ~) = -1. (A4.16) 

This theorem can be applied in various ways: of particular importance for us is 
(A4.16) which, when multiplied by a factor a, yields 

a P+1 == aa = N(a) mod p, if (~) = -1. (A4.17) 

In addition, (A4.1S) implies that if n > 2, then 

since all the terms in the binomial expansion of (a + kp )p"-l, apart from the term 
aP"-: are divisible by a factor pn. Now, if GCD(a, p) = 1 in Q(.j[j) then, on 
cancelling the congruence byaP"-l, we arrive at 

(A4.18) 

In an analogous manner, (A4.17) leads to 

== (N(a)pn-l) modpn, if (~) =-1. (A4.19) 

The congruences (A4.18) and (A4.19), which are a generalization of Euler's The­
orem A2.9 on p. 269 to Q(.j[j) in the case when the module n is of the form pn, 
are frequently used in Chapter 4. 

Primes in Q(.JD) 

Every integer a of Q(.JD) can be written as a product a = f3y of integers of 
Q(.JD). In order to see this, we need only to choose f3 as a suitable unit of 
Q(.JD) and y as one of the integers associated with a. Normally Q(.JD) has 
several different units, e.g. ± 1. A useful definition of primes of Q(.JD) is, as a 
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consequence, not as obvious as for the ring of rationals. However, the following 
definition is suitable: 

Definition A4.S. If the integer a of Q(.Ji5) cannot be decomposed as a = f3y, 
with f3 and y integers of Q( .Ji5), unless one of f3 or y is a unit of Q( .Ji5), then a 
is said to be a prime ofQ(.Ji5). Otherwise a is said to be composite in Q(.Ji5). 

Examples. It follows that the primes in Q(.J=n are the following Gaussian 
integers: 

1. The numbers 1 + i, 2 ± i, 3 ± 2i, 4 ± i, ... , i.e. all the factors a ± bi of 
p = a2 + b2, where p = 2 or p is a rational prime of the form 4k + 1. 

2. The rational integers 3,7,11,19, ... , i.e., all rational primes q of the form 
q=4k-1. 

3. The primes associated to these primes must be added. 

Exercise A4.2. Machin's formula for 7r. Write 239 + i as a product of Gaussian primes. 
Hint: N(239 + i) = 57122 = 2.134. Start by looking for primes with norms 2 and 13 and 
try them as factors! 

Use the prime factorization found to prove 

(~)4(239+i)_I= ~ =i. 
5 - i 239 - i 1 - i 

Prove that this formula can be re-written as 

I I 7r 
4 arctan - - arctan - = arctan 1 = -

5 D9 4 

(Machin's formula for 7r /4). Hint: 

1 I z + i 
arctan - = arccot z = - In --, 

z 2i z - i 

and thus Lk ak arccot Uk = 7r /4 is equivalent to 

( .)at n Uk + I _ 2,,;/4 _ . 
- e -I. 

k Uk - i 

Find more formulas of Machin's kind by factorizing all Gaussian integers of the form a ± i 
for a ::s 57 and looking for combinations of factors satisfying the product formula above. 
(You should write some computer FUNCTIONs for the arithmetic operations of Gaussian 
integers and let the computer print out a list of factorizations for you.) Did you find Euler's 
arccot 2 + arccot 3 = 7r /4 ? Gauss' 12 arccot 18 + 8 arc cot 57 - 5 arccot 239 = 7r /4? 
StOrmer's 6 arccot 8 + 2 arccot 57 + arccot 239 = 7r /4? 
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Factorization of Integers in Q(.fi5) 

Using the prime numbers defined above, every integer ex of Q(.fi5) can be de­
composed into prime factors belonging to Q( .f(5): 

n a· ex = Hi'. (A4.20) 

At first sight the situation appears very similar to the corresponding result con­
cerning factorization in the field of rationals. This is, however, not at all the case! 
It is only in a few exceptional cases that the decomposition (A4.20) is unique! As 
a matter of fact, we have the following 

Theorem A4.4. If D = -163, -67, -43, -19, -11, -7, -3, -2, -1,2,3,5, 
6, 7, 11, 13, 17, 19, 21, 29, 33, 37, 41, 57 and 73, then the theorem of unique 
factorization into prime factors is valid in Q(.fi5). The negative values of D 
mentioned are all negative values for which the theorem holds. 

A proof can be found in [1]. 

According to Theorem A4.4 there exist quadratic fields in which the funda­
mental theorem of arithmetic does not hold. A simple example is when D = -6. 
In the field Q(H), it can be proved in the following manner that the integers 
2,3 and H all are primes. If a number ex is composite in Q(H), then 

and 
N(ex) = (a 2 + 6b2)(c2 + 6d2 ). 

However, the norms of the integers 2, 3 and Hare 4,9, and 6, respectively, and 
none of these numbers admits a decomposition in the form ±(a2 +6b2 )(c2 +6d2 ), 

unless one of the factors is a unit thus proving the primality of 2,3, and H in 
Q(H). 

Now, what can be said about the factorization of the integer 6? Obviously 

6=2·3=-RR (A4.21) 

yielding two essentially distinct prime factorizations of the integer 6. How can 
this be possible? The phenomenon may be explained as follows: The number 
field Q( H) can be extended to a larger field K I, consisting of all numbers of 
the form 

a + bvC2 + c../3 + dR. 
In the field K I both ..!=2 and .J3 are primes, and therefore the integer 6 possesses 
in this larger field a unique factorization (apart from the usual possibility to use 
associated primes): 

(A4.22) 
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Combining the factors of this factorization in different groupings, it appears that 
several groupings give rise to primes in the smaller field Q(.J=6): 

This is how the two essentially different prime factorizations of 6 arise.-By 
introducing what are now called ideals, Kummer succeeded in restoring the fun­
damental theorem of arithmetic to cyclotomic rings Zp(I;), which correspond to 
the cyclotomic fields Rp(1;) mentioned on p. 256. The theory of ideals has later 
been perfected by Dedekind. For a detailed account of these theories, see [2].­
The fundamental theorem of arithmetic in its na'ive form (Le. without using ideals) 
once again breaks down in a general cyclotomic ring. The theorem does hold in 
Zp(l;) for the first seven odd primes p = 3, 5, 7, 11, 13, 17 and 19, but is no 
longer valid for p = 23. 
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APPENDIXS 

HIGHER ALGEBRAIC NUMBER FIELDS 

Introduction 

Just as an (irrational) root of a quadratic equation with rational coefficients gives 
rise to a quadratic field, as we have seen in Appendix 4, so can a root of an 
irreducible equation of degree n with rational coefficients give rise to an algebraic 
number field of degree n. Already quadratic fields expose most of the properties 
that are characteristic for these more general fields. Thus there are fields with 
or without unique factorization of integers into primes, fields with or without a 
euclidean algorithm, and so on. 

We shall in this appendix expose some properties of the simplest higher 
degree algebraic number fields, aiming at giving a report on the Number Field 
Sieve, NFS, the most efficient method so far invented to factorize numbers of the 
form N = re + s, with rand s being small integers and e large., We do not discuss 
the very important concept of ideals, since it is beyond the scope of this book and 
also because our description of NFS manages to avoid ideals. For a deeper study 
of algebraic fields, see e.g. [1], [2], [3], or [4]. 

Algebraic Numbers 

A number Z = ZI which is one of the roots of an algebraic equation with integer 
coefficients 

(AS.I) 

is called an algebraic number. In the sequel we shall presume that the polynomial 
p (x) is irreducible over the rationals, which means that it cannot be factored 
into two or more polynomial factors with rational coefficients. All the roots z, 
22, ... , Zn of P(x), including the root Z itself, are called the conjugate numbers or 
simply the conjugates of 2. The root 2 generates an algebraic number field Q(z), 
consisting of all rational expressions containing 2. Since Z satisfies P(x) = 0, 
the power zn and all higher powers of 2 can be replaced by some polynomial 
in 2 of degree at most n - 1. Also the inverse of any polynomial in z, S(z) = 
b l 2m- 1 + ... + bm-1z +bm can be replaced by a polynomial expression in z, since 
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and also, if we suppose that S(x) = bo n::1 (x - ri), the denominator 

n n (m ) m (n ) 1]S(Zd=b~1] D(Zk-ri) =b~D 1]-(ri - Zk ) 

m m 

= b~ n (_I)n P(ri)/ao) = (-I)mnb~aom n P(ri), (AS.2) 
;=1 i=1 

where we have used P(x) = ao n~=1 (x - zd. But the last expression in (AS.2) 
is nothing other than the resultant of the two polynomials P(x) and S(x), which 
can be written as a determinant with the ai:s and bj:s as elements, and thus has a 
rational value i= O. 

Numbers in Q(z). The Ring Z(z) of Integers in Q(z) 

If z is one of the roots of the irreducible equation in (AS. 1 ), every number w in the 
field Q(z) can be written in precisely one way as 

(AS.3) 

where all the coefficients Ci are rational numbers. The number w is either the 
rational number Co (viz. if all the other coefficients are zero) or is irrational and 
satisfies some equation of degree n with integer coefficients 

(AS.4) 

If do = 1, the number w is called an integer in Q(z). This name has been chosen 
because with this definition the sum, the difference and the product of two integers 
in Q(z) again happen to become integers in Q(z). All integers in Q(z) constitute 
the ring Z(z). 

The Norm in Q(z). Units of Q(z) 

Let w(z) = L7':-~ CiZi and let z, Z2, ... , Zn be the conjugates of z. (According 
to the definition of conjugate numbers, given above, z = Zl is one among these 
conjugates.) The norm N(w) of w is defined as 

n 

N(w) = n W(Zi), (AS.S) ;=1 
i.e., the product of all the conjugates of w. Since the conjugates of wall satisfy the 
same algebraic equation (AS.4) of degree n, the product of its roots is (-I)ndn/do, 
which is a rational number. A number with norm ± 1 is called a unit of Q(z). The 
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norm is a multiplicative Junction, i.e., N(WIW2) = N(WI)N(W2) for all WI and 
W2. The norm is zero, if and only if all the coefficients Cj = 0, i.e., only for the 
numberO. 

Divisibility and Primes in Z(z) 

After these preliminaries the general theory proceeds much as for quadratic fields 
and rings. Numbers, whose quotient is a unit in Q(z), are called associated 
numbers, and if the quotient y between two integers ex and 11 in the ring Z(z) is 
again in Z(z), ex is said to be divisible by fJ. 

There are primes and there are composite numbers in Z(z). If an integer 
ex = fJy, where fJ and yare integers and none of them is a unit, ex is composite. If 
ex cannot be written in such a way, ex is a prime in Z(z). Any integer, not being a 
unit or a prime, can be decomposed into a product of prime factors, ex = OJ 7r;' . 
This decomposition is not necessarily unique (even if we disregard the possibility 
of using associated primes and giving the factors in different order). 

The Field Q( N) and the Ring Z( ~~) 

We choose the field Q( N) to iIIustrate the above theory. This field has fairly 
simple properties and is also of historical interest, since it was used by J. M. Pollard 
in [5] as an introductory example to the Number Field Sieve (NFS). NFS is in [5] 
demonstrated on the Fermat number F7 = 2128 -I- 1 = «243 )3 -I- 2)/2. 

Let z = N. The defining equation for z is Z3 -I- 2 == O. The two other 
roots ofthis equation are Z2.3 = z· (-1 ± i,J)/2, or Z2 = wz, Z3 = w2z, with 
w = (-1 -I- i,J)/2. The integers ofQ(N), making up the ring Z(N), are 
of the form 

a -I- bz -I- bz2, or [a, b, c] for short, with a, b, c rational integers. (AS.6) 

The conjugates of [a, b, c] are a -I- bZ2 -I- cz~ and a -I- bZ3 -I- cz~. The norm of 
[a, b, c] is 

N[a, b, c] = (a -I- bz -I- cz2)(a -I- bwz -I- cw2z2)(a -I- bu}z -I- cwz2) = 
= a 3 - 2b3 -I- 4c3 -I- 6abc, (AS.7) 

where we have expanded the product and reduced the expression by making use 
of w2 -I- w -I- 1 = 0 and of Z3 = -2. The "multiplication rule" is 

[a, b, c][d, e, J] = (a -I- bz -I- cz2 )(d -I- ez -I- J Z2) = 
= [ad - 2bJ - 2ce, ae -I- bd - 2cJ, aJ -I- be -I- cd]. (AS.8) 

Inversion runs as 
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[a, bw, ew2][a, bw2 , ew] --,----- = = 
[a, b, e) N[a, b, e) 

[a2 - 2bew2 - 2bew4, abw2 + abw - 2e2w3, aew + b2w2 + aew2] 
= = N[a, b, e) 

[a 2 + 2be, -ab - 2e2, b2 - ae] 
= N[a, b, e) 

(A5.9) 

Unique factorization into primes holds in this ring, but there are infinitely many 
units, namely all the numbers ±Uk, with k an integer, and U the fundamental unit 
1 + v:::z = [1,1,0]. The coefficients of the units grow fast with Ikl, as can be 
seen from the following table over the "smallest" units: 

Units of Z( v:::z) 
k Uk U-k 

0 [1,0,0] [1,0,0] 

1 [1,1,0] [-1,1, -1] 

2 [1,2,1] [5, -4,3] 

3 [-1,3,3] [-19,15, -12] 

4 [-7,2,6] [73, -58,46] 

5 [-19, -5, 8] [-281,223, -177] 

6 [-35, -24, 3] [1081, -858,681] 

7 [-41, -59, -21] [-4159,3301, -2620] 

8 [1, -100, -80] [16001, -12700,10080] 

9 [161, -99, -180] [-61561,48861, -38781] 

10 [521,62, -279] [236845, -187984, 149203] 

11 [1079,583, -217] [-911219,723235, -574032] 

12 [1513, 1662,366] [3505753, -2782518,2208486] 

Primes in Z( v:::z) 
Let a, {3, and y be in Z(V:::Z). If a = {3. y, then N(a) = N({3)N(y), all three 
norms being rational integers. Thus, if N(a) = ±p, p a rational prime, then one of 
N({3), N(y) must be ±1, and thus a is a prime also in Z( v:::z). However, not all 
primes of Z( v:::z) have the norm ±p. The norm of a rational prime p = [p, 0, 0] 
is p3, and perhaps p can have some prime factor in Z( v:::z) with norm ±p2. In 
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fact this turns out to be the case if p is of the fonn 6k + 5. A doser investigation 
shows that the rational primes in Z( N) can be decomposed according to the 
following rules: 

1. p = 6k + 5. There is one factor of nonn p and one of nonn p2, for example 

11 = [3,2,0] . [9, -6,4]. 

2. p = 6k + 1 having -2 as cubic residue. (A necessary and sufficient condition 
for this to happen is that p can be written as A 2 + 27 B2 with (rational) integers 
A and B. If this is not the case, -2 is instead a cubic non-residue of p.) There 
are three non-associated factors, each of nonn p, as for example in 

43 = [3, -2,0]· [1,1,2]· [3, -1, -1].. 

Here are the 24 primes below 1000, for which this type of factorization occurs: 
p =31,43, 109, 127, 157,223,229,277,283,307,397,433,439,457,499, 
601,643,691,727,733,739,811,919, and 997. 

3. p = 6k + 1 with -2 a cubic non-residue of p. p is a prime also in Z( -V=2). 
4. The rational prime 2, which factors as 

5. The rational prime 3, which factors as 

3 = [1, 1, 0] . [-1, 1, 0]3. 

Here [1,1,0] is a unit. The primes 2 and 3 are precisely the factors of D = 
-108, the discriminant of the field. (D is defined as the discriminant of the 
defining equation x 3 + 2 = 0 of the number z = N.) 
In the following two tables we give the prime factorizations in Z( N) of 

all rational primes below 300, which are covered by case 1 or case 2 above. Aided 
by such tables it is easy to factor any number in Z( N). As an example we 
take w = 66 + 53N = [66,53,0]. First compute the nonn of w, and then 
decompose this nonn into rational prime factors: N (w) = -10258 = -2·23·223. 
Try each of the prime factors of 2, 23, and 223 from the above tables as factor of 
w. If it divides w, then divide it out and proceed. Finally just a unit will remain. 
In this way we find 

[66,53,0] = -[1,2,1]· [0, 1,0]· [3,0, -1]· [-3,4, -1], 

where the first factor is a unit. 
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Prime factorizations of p = 6k + 5 in Z( v=2) 

5 [1,0,1][1, -2, -1] 137 [3,1, -3][-3, 21, -10] 

11 [1,1, -1] [1,3, -2] 149 [1, -4, -1] [9,2, 17] 

17 [1, -2,0] [1,2,4] 167 [3,3, -2] [3, 17, -15] 

23 0', [3,0, -1] [3,7,1] 173 [5,2, 1] [29, -12, -1] 

29 [3, -1,0] [9,3,1] 179 [5, -3,0] [25, 15,9) 

41 [1, -3,1] [-5, 1,8] 191 0' ' [-1,2,4] [1, -13, -22] 

47 [3,1,1] [11, -5, -2] 197 [5, -2, -1] [29,8,9] 

53 [1,3,0] [-1,3, -9] 227 [3,2,3] [21, -24, -5] 

59 [3,0,2] [9, -8, -6] 233 [5,0,3] [25, -18, -15] 

71 [1,2, -2] [7, 10, -6] 239 [1, -3,4] [-23, -29,5] 

83 [3, -1, 3] [3, -15, -8] 251 [1, -5,0] [1,5,25] 

89 [1, -2,3] [-11, -16,1] 257 [1,0,4] [I, -32, -4] 

101 0' ' [3,4,0] [23, 3, -4] 263 [5, -1,4] [17, -27, -19] 

107 [1,0, -3] [-1, 18, -3] 269 [1, -5,3] [-29, -13,22] 

113 [-1,4, -2] [15,4, -14] 281 [1,1, -4] [7,33, -5] 

131 [3, -3, -1] [15,7,12] 293 0' ,[3,6,1] [45, -1, -13] 

Prime factorizations of p = 6k + 1 in Z( v=2) 

31 [-1, 0, 2] [-1, -2,1] [3,0,1] 

43 [1,1,2] [3, -2,0] [3, -1, -1] 

109 [1,0,3] [1, -4,1] [5,2,0] 

127 [1,4,0] [5, -1,0] [1, 1, -3] 

157 [5,0,2] [3, -3, -2] [5, 1, 1] 

223 [1, -5,2] [3,5,0] [-3,4,1] 

229 0', [-1,1,4] [-3,0,4] [-5,2,2] 

277 [3,4, -2] [-1,5, 1] [3, -5,0] 

283 [3,0,4] [1,5, -1] [-5, -3, -2] 

0' is the unit U- I = [1, 1, Or l = [-1, 1, -1], 

Here follow some more examples of factorizations of numbers of the form 
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a + hN, which happen to factor into only small prime factors in Z( N): 

[59,46,0] = [-1,3,3] [-I, 1,0] [I, 1,2] [3, -I, 3], 

[59,48,0] = [-1,3,3] [1,0,1] [3, -1,0] [I, -4,1], 

[61,48,0] = [-1,3,3] [1, I, -1] [I, -2,0] [3,0,1], 

[62,47,0] = [1, 1, 0] [0, 1, 0] [3,0, _1]2 [3, -1,0], 

[62,49,0] = [-1,3,3] [0,1,0] [-1, 1,0] [1,0,1] [3,4,0], 

[63,50,0] = [19,5, -8] [3, I, 1], 

[64,47,0] = [I, 1,0] [0, 1,0] [-I, 1,0] [-1,0,2] [3,6,1], 

[65,53,0] = [1,2, 1] [3,4,0] [5, -5, 1], 

[67,53,0] = [7, -2, -6] [-1,1,0] [I, -2,0] [3,0,2]. 

The first factor of each decomposition is again a unit.-One may have to try at 
most three factors of a rational prime p as factors of an integer of Z( N). The 
significance of this kind of factorization is described closer in the section in Chapter 
6 on the Number Field Sieve. 

Because of all the units Uk of Z(z) every prime has infinitely many associated 
primes, and we have to choose from these. In order to have the coefficients as small 
as possible, we have choosen from one of those associates, for which the sum of 
the absolute values of the coefficients is minimal. (Even if we disregard the case 
[a,b,c] = [-1,0,0]· [-a,-b,-c], there are occasionally several associates 
with the same minimal sum, e.g. [1, 1,0]· [5, -1,4] = [-3,4,3]. In such a case 
the representation with the smallest third component has been chosen.) 
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APPENDIX 6 

ALGEBRAIC FACTORS 

Introduction 

Sometimes an integer has a particular form, such as N = 1021 + 721 • This can be 
considered a special case of the polynomial P (x, y) = X 21 + y21 for x = 10, y = 7. 
Knowing that P (x, y) has the polynomial factors x + y, x 3 + y3 and x 7 + Y 7 , we 
immediately obtain the corresponding factors of N: 10 + 7, 103 + 73 and 107 + 77. 
Thus in this case the complete factorization of N is very much facilitated by its 
special form. In this appendix we shall very briefly present some results from 
the theory of polynomials which are of considerable help in the factorization of 
certain integers.-A few fundamental results from group theory and from higher 
arithmetic will be required here; these can be found in Appendix 1 and 2. 

Factorization of Polynomials 

Certain polynomials can be factorized, such as 

x 2 - 3x + 2 = (x - 1) (x - 2) 

or 

x 6 - i = (x - y)(x + y)(x2 + xy + l)(x2 - xy + l). 

Other polynomials are irreducible, for instance 

which means that they cannot be factorized. Polynomials P(x) of only one vari­
able x are governed by a rather straightforward theory. Whether or not P (x) can 
be factorized depends upon which numbers we allow as the coefficients of a fac­
torization. According to Theorem A1.5 on p. 253 we have: If P(x) has a zero 
a, then P(x) = (x - a)Q(x), with Q(x) another polynomial. If the zero a is a 
rational number, then obviously the factorization (x - a) Q (x) will have rational 
coefficients (supposing that P(x) has rational coefficients to begin with). If a is an 
irrational or a complex number and P(x) is assumed to have rational coefficients, 
then the coefficients of Q (x) are expressible in terms of a. 
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Examples. 

and 
x 2 + 1 = (x - ;)(X + i). 

Of course, it can occur that a polynomial with rational coefficients has several 
irrational zeros and that when the corresponding linear factors are multiplied, the 
result is a polynomial factor with rational coefficients, e.g. 

X4 - X 2 - 2 = (x - ;)(X + i)(x - ../2)(x + ../2) = (X 2 -+ l)(x2 - 2). 

Homogeneous polynomials Pn (x, y) of two variables are, as a matter of fact, 
just as simple to deal with as polynomials of one variable. (In a homogeneous 
polynomial all the terms are of the same degree.) This is because the substitution 
x / y = z, followed by a multiplication by y-n will yield a one-variable polynomial, 
as in the example 

or, in general 

y-n PII(x, y) = P" (~, 1) = P,:(z). (A6.1) 

In this manner the treatment of P" (x, y) is reduced to the study of the one-variable 
polynomial P':(z).-In this appendix we shall present rational factorizations of 
certain homogeneous polynomials of two variables with rational coefficients. The 
most important of these are 

The Cyclotomic Polynomials 

Consider 

x" - yn = yn {(~)" _ I} = y"(Z" -1). (A6.2) 

The nth degree polynomial Fn(z) = Z" - 1 has zeros which are called nth roots 
of unity, 

2rrk 2rrk . 
Zk = cos -- + i sin -- = e2lClt /" , for k = I, 2, ... , n. (A6.3) 

n n 

Every Zk can be written as a power of a so-called primitive nth root of unity. 
(These, which we shall refer to as z/ 's, are precisely those Zk'S which can be used 
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as generators of the cyclic group of order n formed by the nth roots of unity under 
multiplication.) This is due to the fact that 

Zk =zt, k= 1,2, ... , n, with Zl =e21ri / n • (A6.4) 

It is easy to prove that z/ is a primitive nth root of unity if and only if (/, n) = 1. 
Thus, there are precisely rp(n) primitive nth roots of unity. 

Some of the nth roots of unity are also roots of unity of a degree lower 
than n. For instance zt, with din, is a root of unity of degree n/d, because 
(zt)n/d = z7 = 1. In this manner, all the n roots of unity of degree n can be 
distributed into classes, each class consisting of the rp(d) primitive roots of unity 
of degree d, with d a divisor of n. Counting the number of roots in each class 
and observing that there are n roots of unity in all, we arrive at the following 
well-known formula for Euler's rp-function: 

Lrp(d) = n. (A6.5) 
din 

It is possible to prove that the primitive nth roots of unity are the zeros of a poly­
nomial <Pn (z), irreducible in the field of rationals and having integer coefficients. 
The polynomial <P1I(z) is called the nth cyclotomic polynomial. Its degree is rp(n) 
and it is a so-called primitive factor of Fn (z). It follows that the polynomial 
Fn (z) = Z" - 1 can be written as the product of all the cyclotomic polynomials 
<Pd(Z) with din, or 

Fn(z) = Z" - 1 = n <Pd(Z). 

dill 

(A6.6) 

Please note the difficulty in this notation: <Pn (z) does not have, as might be ex­
pected from the notation, degree n but degree rp(n).-Formula (A6.6) provides the 
(rational) algebraic factors of zn - 1 if the polynomials <Pd(Z) are known, and thus 
also of x" - yn. As an example we take 

= (x - y)(x + y)(x2 + xy + l)(x2 + y2)(x2 - xy + i)(x4 _ x 2y2 + y4). 

If p is an odd prime, we can easily obtain <Pd for d = p, 2p and 4p: 

zP - 1 
<Pp = --- = Zp-I + Zp-2 + ... + z + 1 

z - 1 
Z2p - 1 z - 1 

<P2p = -- = Zp-I - Zp-2 + ... - z + 1 
zP - 1 Z2 - 1 

Z4p - 1 Z2 - 1 2 2 2 4 2 
<P4p = -- = z p- - Z p- + ... - z + 1. 

Z2p - 1 Z4 - 1 
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The first polynomials <1>n (z) (for n ~ 20) which do not satisfy the formulas (A6.7)­
(A6.9) are 

<1>1 = Z - 1 (A6.1O) 

Z2 - 1 
<1>2 = -- = z + 1 (A6.11) 

z - 1 

Z4 - 1 
<1>4 = -- = Z2 + 1 (A6.12) 

Z2 - 1 

Z8 - 1 4 
<1>8 = -- = Z + 1 (A6.13) 

Z4 - 1 

Z9 - 1 6 3 
<1>9 = -- = Z + Z + 1 (A6.14) 

Z3 - 1 

ZI5 - 1 Z - 1 8 7 5 4 3 
<1>15 = ---- = Z - Z + Z - Z + Z- Z + 1 (A6.IS) 

Z5 - 1 Z3 - 1 

ZI6 - 1 
<1>16 = -- = Z8 + 1 (A6.16) 

Z8 - 1 

Z 18 - 1 Z3 - 1 6 3 
<1>18 = ---- = Z - Z + 1. (A6.17) 

Z9 - 1 Z6 - 1 

When p is an odd prime we observe from the above formulas that always 

zP - 1 = <1>1<1>p 

Z2p - 1 = <1> I <1>2 <1> p <1>2p 

Z4p - 1 = <1>1<1>2<1>4<1>p<1>2p<1>4p. 

For the other values of n ~ 20, (A6.6) leads to the following formulas: 

Z - 1 = <1>1 

Z2 - 1 = <1>1 <1>2 

Z4 - 1 = <1>1 <1>2<1>4 

Z8 - 1 = <1>1 <1>2<1>4<1>8 

Z9 - 1 = <1>1<1>3<1>9 

Z 15 - 1 = <1> 1<1>3 <1>5 <1> 15 

ZI6 - 1 = <1>1<1>2<1>4<1>8<1>16 

Z18 - 1 = <1>1 <1>2<1>3<1>6<1>9<1>18. 
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Further, if the standard factorization of n is n p~i , we have the following general 
expression for <1>n(Z): 

(zn - 1) n(zn/(PiPj) - 1) ... 
<1>n(Z) = . . = n(zd - 1)/L(n/d) , (A629) 

n(zn/Pi - 1) n(zn/(p,p}Pl) - 1) ... din . 

where f-L is the Mobius function, defined on p. 49. So, as an example, for n 
105 = 3 . 5 . 7, we have: 

(Z105 - l)(z7 - l)(z5 - 1)(Z3 - 1) 
<1> 105 (z) = . 

(Z35 - 1)(Z21 - 1)(ZI5 - l)(z - 1) 

Exercise A6.1. Factors of xn - yn. Express x 21 - y21 as a product of primitive cyclotomic 

polynomials. Use this composition and Legendre's Theorem 5.7 on p. 165 to factorize some 

integers of this form. Check your results with the corresponding items in Tables 7 and 9. 

The Polynomial x" + y" 

Since 
X211 _ y211 

x" + y" = , 
x" - y" 

(A6.30) 

the properties of x" + y" can be deduced from those of the two polynomials F2n 

and Fn. The relation to be utilized is 

(A6.31) 

where d' extends through the values of those divisors of 2n which are not at the 
same time also divisors of n. 

The Polynomial x" + ay" 

Oddly enough, there exist binomials other than x" ± y" which admit rational 
factorizations. The simplest case is 

(A6.32) 

Choosing suitable numerical values of x and yin (A6.32), the resulting formula can 
be used to factor certain numbers an + bn whose factorization is not immediately 
covered by the theory of cyclotomic polynomials hitherto discussed. Thus, for 
instance, the choice x = 1 and y = 2k- 1 leads to Aurifeuille's formula 

24k- 2 + 1 = (22k - 1 _ 2k + 1)(22k- 1 + 2k + 1). (A6.33) 
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Aurifeuillian Factorizations 

There are many formulas similar to (A6.33) which have been investigated by Lucas 
and others. We shall call these formulas Aurifeuillian-type fa(:torizations. Lucas 
discovered the following 

Theorem A6.1. Lucas's Theorem. The primitive factor Qn (x, y) of xn + yn can, 
for a square-free n, be written in the form 

(A6.34) 

where U and V are homogeneous polynomials, and with the following rules for 
the sign: 

Examples. 

If n =41 + 1, then Qn = U 2 +nxyV2. 

If n = 41 + 3, then Qn = U 2 - nxyV2. 

If n = 41 + 2, then either sign may be chosen. 

n = 2 gives x 2 + y2 = (x - y)2 + 2xy = (x + y)2 - 2xy. (A6.35) 

x3 + y3 
n = 3 gives = (x + y)2 - 3xy. (A6.36) 

x+y 
x5 + y5 

n = 5 gives = (x 2 - 3xy + i)2 + 5xy(x - y)2. (A6.37) 
x+y 

x6 + y6 
n = 6 gives 2 2 = (x 2 - 3xy + i)2 + 6xy(x _ y)2 = 

X +y 

= (x 2 + 3xy + y2)2 _ 6xy(x + y)2. (A6.38) 

x7 + y7 
n = 7 gives = (x + y)6 - 7xy(x2 + xy + i)2. (A6.39) 

x+y 

xlO + ylO 
n = 10 gives = (x 4 =t= 5x3 y + 7x2i =t= 5xl + y4)2± 

x2 + y2 

± lOxy(x3 =t= 2x2y + 2xi :F l)2. (A6.40) 

. x 15 +y15 x+y 
n = 15 gIves 5 5 3 3 = 

X +y x +y 

= (x 4 + 8x3y + 13x2y2 + 8xl + l)2 - 15xy(x + y)6. (A6.41) 

In (A6.40) either the upper or the lower signs have to be taken .. -Note that, if n is 
odd, the primitive factor of xn - yn, which is y\?(II) <l>n (x / y), can be represented 
by (A6.34) simply by changing the sign of y. Thus, for odd n the primitive factor 
of x" + yn is = y'l'(n)<l>II( -x/y). 
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If n is even, the primitive factor of xn - yn is identical to the primitive factor 
of xn/2 + yn/2 and thus the primitive factor of x n/2 + yn/2 is y'P(n)<I>n(X/Y). In 
Table 24, at the end of the book, formulas of the same kind as (A6.35)-(A6.41) are 
given for all square-free n below 180.-The values above 120 in that table have 
been graciously put at the author's disposal by Richard P. Brent [6]. 

Exercise A6.2. Deduction of Lucas's formulas. Table 24 at the end ofthe book has been 
computed in the following way (for notation see p. 443): 

The polynomial <l>n(Z2) has the 2cp(n) zeros Zk = e"ik/n, I::: k::: 2n, (k, n) = 1. Find a 
rule to decide which of these numbers are zeros of the first factor and which are zeros of 
the second factor of <l>n (Z2). Use complex multiplication of the appropriate zeros, written 
in the find Zk = cos(rrkjn) + j sin(rrkjn), to form the polynomial n(z - zd, identical 
to the second factor. The even-degree terms of this polynomial now form Un(Z2) and the 
odd-degree terms form ..jii z Vn (Z2), if n ~ I mod 4, and i..jii z Vn (Z2), if n ~ 3 mod 4. 
Check the results of your computations with some of the entries in Table 24. 

Another way to compute the coefficients in Lucas's formulas, which uses 
only integer arithmetic, has been developed by Brent, and is reported in [7]. 

Factorization Formulas 

Now we may ask how Lucas's formula can help us in the factorization of numbers. 
Well it can in the following way: If x and yare properly chosen integers, or even 
rational numbvers, Lucas's Theorem A6.1 will yield algebraic factors of certain 
binomials xn ± ayn. This is because if we have a minus-sign and choose x and y 
such that nxy becomes a square, i.e. such that xy = ne2, then we find 

(A6.42) 

In Lucas's theorem, a minus-sign occurs in the cases 

(A6.43) 

where the exponents must be square-free integers. Putting 

(A6.44) 

the formulas lead to the following Aurifeuillian-type algebraic factorizations: 

(A6.45) 
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S5a lO _ blO = (Sa 2 - b2)(2Sa4 - 2Sa3b + lSa2b2 - Sab3 + b4)x 

x (2Sa 4 + 2Sa3b + lSa2b2 + Sab3 + b4). (A6.47) 

66a l2 + bl2 = (36a4 + b4)(36a4 - 36a3b + lSa2b2 - 6ab3 + b4)x 

X (36a4 + 36a3b + ISa2b2 + 6ab3 + b4 ). (A6.4S) 

(A6.49) 

77 a l4 + bl4 = (7a2 + b2) X 

X (343a 6 -343a5b+ 147a4b2 -49a3b3 +21a2b4 -7ab5 +b6 )x 

X (343a 6 +343a5b+ 147a4b2+49a3b3+21a2b4+ 7ab5 +b6 ). (A6.S0) 

lOIOa 20 + b20 = (lOOa4 + b4)x 

X (lOOOOa 8 - l0000a7b + SOOOa6b2 - 2000a5b3+ 

+ 700a4b4 - 200a3b5 + SOa2b6 - lOab7 + b8)x 

X (lOOOOa 8 + l0000a7b + SOOOa 6b2 + 2000a 5b3 + 

+ 700a4b4 + 200a3b5 + 50a2b6 + 10ab7 + b8 ). (A6.S1) 

SIOa 20 + 210b20 = (2Sa4 + 4b4)x 

X (62Sa 8 - 12S0a7b + 12S0a6b2 - lOOOa5b3+ 
+ 700a4b4 - 400a3b5 + 200a2b6 -- SOab7 + 16b8)x 

X (62Sa 8 + 12S0a7 b + 12S0a6b2 + l000a5b3+ 

+ 700a4b4 + 400a3b5 + 200a2b6 + 80ab7 + 16b8 ). (A6.S2) 

IS 15 a30 + b30 = (lSa2 + b2)(22Sa4 - lSa2b2 + b4) X 

X (S062Sa 8 - 337Sa6b2 + 22Sa4b4 - ISa2b6 + b8 )x 

X (S062Sa 8 - S062Sa7 b + 27000a6b2 - lO12Sa5b3+ 

+ 292Sa4b4 - 67Sa3b5 + 120a2b6 - lSab7 + b8 )x 

X (S062Sa 8 + S062Sa7 b + 27000a6b2 + lO12Sa5b3+ 

+ 292Sa4b4 + 67Sa3b5 + 120a2b6 + lSal;? + b8). (A6.S3) 
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515a30 + 315b30 = (5a2 + 3b2)(25a4 - I5a2b2 + 9b4)x 

x (625a 8 - 375a6b2 + 225a4b4 - 135a2b6 + 8Ib8)x 

x (625a8 - I875a7b + 3000a6b2 - 3375a5b3+ 

+ 2925a4b4 - 2025a3b5 + 1080a2b6 - 405ab7 + 8Ibs)x 

x (625a 8 + I875a7b + 3000a6b2 + 3375a5b3+ 

+ 2925a4b4 + 2025a3b5 + 1080a2b6 + 405ab7 + 8Ib8). (A6.54) 

For the specific case a = nk- I and b = 1, these formulas lead amongst others, to 
(A6.33) and its analogues 

36k - 3 + 1 = (32k- 1 + I)(32k- 1 - 3k + I)(32k- 1 + 3k + 1). (A6.55) 

5 1Ok- 5 - 1 = (52k- 1 - 1)LlOk-5MlOk-5, where 

L 1ok-5, M lOk-5 = 54k- 2 + 3· 52k- 1 + 1 =f 5k(5 2k- 1 + 1). 

6 12k- 6 + 1 = (64k- 2 + I)LI2k-6MI2k-6, where 

L I2k-6, MI2k-6 = 64k - 2 + 3· 62k - 1 + 1 =f 6k(62k- 1 + 1). 

7 14k- 7 + 1 = (72k- 1 + I)LI4k-7MI4k-7, where 

L I4k- 7, M 14k- 7 = (72k-1 + 1)3 =f 7k(74k-2 + 72k- 1 + 1). 

1020k-IO + 1 = (104k-2 + 1) L20k-IOM20k-lO, where 

L20k-lO, M20k-1O = lOsk-4 + 5. 106k-3 + 7. 104k-2+ 

+5· 102k-1 + 1 =f 10k (106k-3 + 2· 104k-2 + 2. 102k-1 + 1). 

(A6.56) 

(A6.57) 

(A6.58) 

(A6.59) 

In all these formulas, the minus-sign is associated with the L-factor and the plus­
sign with the M -factor. 

Finally, putting a = 2 . 12k- I and b = 1 in (A6.46), we have 

126k- 3+I = (122k-I+I)(122k-I-22k-13k+1)(122k-1 +22k-13k+ 1). (A6.60) 

As has already been pointed out, these formulas are all generalizations of Au­
rifeuille's formula (A6.33), well-known from the factorization of the Mersenne 
numbers: 

M Sk-4 = 28k- 4 - 1 = (24k- 2 - 1)(24k- 2 + I) = 

= (22k - 1 _ 1)(22k- 1 + 1)(22k- 1 _ 2k + 1)(22k- 1 + 2k + 1). 

To show how powerful Lucas's formulas are, when applicable, we give two 
examples, one smaller and one larger: 
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Example. Factor 1<p° + 1. Putting k = 2 in (A6.59), we find 

1030 + 1 = 1000001 ·904806804901·1105207205101. 

Furthennore, we can use one of the "rules of cubes": 

The substitution k = 1 in (A6.59) gives 

1010 + 1 = 101 ·3541 ·27961, 

with all the factors primes. Moreover, the first factor of (A6.61) is 

106 + 1 = (102 + 1)(104 - 102 + 1) = 101 ·9901, 

(A6.61) 

(A6.62) 

where both factors are primes. Thus, 3541 and 27961 must divide the large factors 
of (A6.61). It is easily verified that 

904806804901 = 3541 ·255522961 

and 
1105207205101 = 27961·39526741. 

The cofactors obtained, 39526741 and 255522961, have no factors in common 
with the primes in 106 + 1 or 1010 + 1. Legendre's Theorem 5.7 on p. 165 tells us 
that all prime factors of these two numbers are then of the form 60k + 1. Perfonning 
trial divisions by these factors, we easily establish the primality of the smaller of 
these two numbers, and find the prime factorization 

255522961 = 61 ·4188901. 

Thus the complete prime factorization of 1030 + 1 is 

61·101·3541·9901·27961·4188901·39526741. 

A somewhat larger example. Factorization of 105105 - 1. First, note that 
N = FI05(l05). Now, according to (A6.6), 

Which of these algebraic factors may have an Aurifeuillian factorization for the 
particular value z = 105? The condition for this is that dz = 105d is a square, 
which obviously, for the subscripts in question, happens only for d = 105. Let us 
look at <1>105(Z) for z = 105: 

<1>105(105) = Cr05(l05) - 1052D105(105)2 = 
= (CI05(l05) - 105D105(105» (CI05(105) + 105D105(105» = R· S, 
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and so the largest factor of (*) splits into two factors of about equal magnitude. 
The coefficients of the polynomials C I05(Z) and DI05(Z) can be found in Table 24! 
Putting the computer at work, we find the following prime decompositions: 

4>1(105) = 104 = 23 .13, 4>3(105) = 11131, 4>5(105) = 1201 . 102181, 

4>7(105) = 1009· 13 40912959, 4>15(105) = 151 . 1621 ·59785910251, 

4>21 (105) = 485689 . 3662332210521480889, 

4>35(105) = 631·2731·1853685951463436376776429630493953936340661, 

R = 239654629493 13970771 ·49743995480142943374722277091, 

S = 211 ·421 ·18416161·5384579552746854831338204156683983031. 

All these numbers were easy to factor, except the 49-digit number R, whose 
penultimate prime factor is fairly large. It took ECM a couple of days on a 
personal computer to factor R. 

Exercise A6.3. Simplifying some surds. Use (A6.45)-(A6.48) to find simpler expressions 
for the (complex) values of the surds (-4)!, (-27)!, (5s)Tt and (_66 ) -b. (All of these 
can be expressed with the aid of square-roots only!). 

The Algebraic Structure of Aurifeuillian Numbers 

Since all numbers for which Aurifeuillian-type factorizations can be performed are 
of the form xn ±yn, either (A6.6) or (A6,31) holds in the case when n is composite. 
Using this fact, we can find algebraic factors ofthe AurifeuiJIian factors of xn ±yn. 
As an example we give 

(A6.63) 

Here 2210 + 1 possesses the algebraic factors 270 + 1,242 + 1,230 + 1, 214 + 1, 
210 + 1,26 + 1 and 22 + 1, having the Aurifeuillian factorizations: 

270 + 1 = (235 - 218 + 1)(235 + 218 + 1) 

242 + 1 = (221 - 211 + 1)(221 + il + 1) 

230 + 1 = (215 - 28 + 1)(215 + 28 + 1) 

214 + 1 = (27 - 24 + 1)(27 + 24 + 1) 

210 + 1 = (25 - 23 + 1)(25 + 23 + 1) 

26 + 1 = (23 - 22 + 1)(23 + 22 + 1) 

22 + 1 = (21 - 21 + 1 )(21 + 21 + 1). 
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Thus each of these factors must divide one of the factors in the: right-hand-side of 
(A6.63). Without entering into further details we state only the results: 

2105 - 253 + 1 = 

(235 - 218 + 1)(221 + 211 + 1)(215 - 28 + 1)(21 - 21 + 1) 
(27 _ 24 + 1)(25 + 23 + 1)(23 + 22 + 1) Q21O(2) 

2105 +253 + 1 = 

(235 + 218 + 1)(221 - 211 + 1)(215 + 28 + 1)(21 + 2:1 + 1) , 2 
= (27 + 24 + 1)(25 - 23 + 1)(23 - 22 + 1) Q21O( ). 

These show great structural resemblance to (A6.29) for n = 105. Q21O(Z) and 
Q21O(Z) are (primitive) polynomial factors of2z I04 - 2Z52 + 1 and 2Z I04 + 2Z52 + 
I, respectively.-The only difficulty in computing such algebraic Aurifeuillian 
factorizations involves choosing, in each position within the factorizations, the 
correct one of the two Aurifeuillian factors L or M possible. The problem is not too 
difficult theoretically and a solution can be found in [I l,lv-lvii, but if in doubt about 
which one of the two alternatives to choose, you can always verify numerically 
whether or not any particular factor divides the left-hand-side.-Larger tables 
of factors of an ± bn , such as [11, are usually organized so as to keep track of 
Aurifeuillian factors, and of course this information is made heavy use of in the 
factorization process. 

Exercise A6.4. Aurifeuillian factorizations. Factorize 387 + 1.555 - 1.654 + I, 749 + 1 
and 1239 + 1. 

A Formula by Gauss for xn _ yn 

There is another very interesting way of writing the cyclotomic: polynomial. which 
is related to the theory of quadratic residues. This theory was established by Gauss 
in his Disquisitiones Arithmeticre [3]. The theorem proved by Gauss is that for 
prime exponents p 

x P - yP E=.! 
4 = R2(x. y) - (-1) 2 pS2(x, y), 

x-y 
(A6.64) 

or 

(A6.64*) 

if we prefer the more compact one-variable notation. Here, Rand S are homo­
geneous polynomials in the variables x and y with integer coefficients. As an 
example we consider 

x7 _ y7 
4 = 4(x6 + x 5 y + x 4i + x 3l + x 2y 4 + xy5 + y6) = 

x-y 
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Kraltchik [4] generalized Gauss' formula to odd composite square-free values of 
the exponent n. Also in this case the cyclotomic polynomial <l>n (z) comes into 
play. The simplest case is n = IS: 

x 15 _ y 15 x-y 
4 = 4(x 8 _x7 y +x51-x4l +x3l- xy7 + l) = x5 _ y5 x3 _ y3 

= (2x 4 - x 3y - 4x 2i - xl + 2y4)2 + 15(x3y - xl)2. 

In Table 23 at the end of this book, the reader will find the coefficients of the 
polynomials R* and S* for all square-free odd n up to n = 149.-We mention 
these formulas because they may be of use in connection with Euler's method, 
discussed on p. 151. 

Exercise A6.5. Deduction of Gauss' formulas. Table 23 at the end of the book has been 
computed in the following way (for notation, see p. 436): 

44>.(z) = A~(z) - (-I)9 nz2B;(z) = 

= (A.(z) - (-1)9 In zB.(z») (A.(Z) + (-1)9 In ZB.(Z») . 

The polynomial 4>.(z) has the rp(n) zeros Zk = e21fik /., 1 ~ k ~ n, (k, n) = 1. Find a rule 
to decide which of these numbers are zeros of the first factor and which are zeros of the 
second factor of 4>. (z). Use complex multiplication of the appropriate zeros, written in the 
form Zk = cos(2nk/n) + i sin(2nk/n), to form the polynomial 2 n(z - zd, identical to 
the second factor. The real parts of the terms of this polynomial now form A.(z) and the 
imaginary parts form i In zB. (z), if n == 3 mod 4. How can A. and Bn be found, if n == I 
mod 4? Check the results of your computations with some of the entries in Table 23. 
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APPENDIX 7 

ELLIPTIC CURVES 

Cubics 

An algebraic curve of the third degree is called a cubic. The general cubic equation, 
linking two variables x and y: 

corresponds to a cubic in the xy-plane. (For the curve to be :l cubic, at least one 
of the coefficients ao, aJ, a2, or a3 has to be =F 0.) Please note that since the curve 
is determined only by the ratios ao : aJ : a2 : a3 : a4 : a5 : ali : a7 : as : a9 of its 
10 coefficients, only 9 ofthese are independent. If the polynomial in (A7.1) splits 
into factors, the curve is called reducible. It is then equivalent either to a conic and 
a straight line, or to three straight lines (of which two or all three may coincide). 
We are interested in the sequel only in irreducible cubics. 

A straight line intersects a cubic in at most three real points. If the coefficients 
of the cubic are all real, then a straight line through two (real) points QJ and Q2 
of the cubic always intersects the cubic in a third real point Q3 (which might be 
a point at infinity). This follows from the fact that if we eliminate one of x or y 
between (A 7.1) and a linear equation ax + by + c = 0, then we arrive at a third 
degree equation in the remaining variable. If the points Ql and Q2 happen to 
coincide, the straight line is the tangent to the cubic in this point, intersecting the 
curve again in at most one point. 

For some cubics and for some choices of the point QJ, it may happen that 
the elimination hinted at above results in an equation, always having a double 
root, corresponding to the point Ql. In such a case every strailght line through QJ 
intersects the cubic in (at most) one more point. Such a cubic is called singular 
and the point QJ is called a singular point on the cubic. 

Example. Consider the cubic x 3 + y3 = 9xy, see fig. A 7.1. This is a singular 
cubic with a singular point at the origin. This particular type of singular point 
is called a double point. A straight line through the origin, y = kx, intersects 
the curve in a second point, whose x-coordinate is determined by the equation 
x 3 + k 3x 3 = 9x . kx, leading to x = 9k/(l + k 3 ). 
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Fig. A7.1. The cubic x3 + y3 = 9xy Fig. A7.2. Semicubical parabola y2 = X3 

This gives us the point (9k / (1 + k 3), 9k2/ (1 + k 3» on the curve. The case k = -1 
corresponds to the point at infinity in the direction (1, -1), which is also the 
direction of the asymptote to the curve. 

We are now going to look at a case, where a straight line intersects the curve 
in three distinct points. Since 23 + 43 = 9·2·4, the point QI = (2,4) is on the 
curve. The reader may verify that the point Q2 = (98/39,28/39) is also on the 
curve. The equation of the straight line through QI and Q2 can be written 

~ -4 
Y - 4 = ~(x - 2) = -6.4(x - 2), or y = 16.8 - 6.4x. 

39 - 2 

Substituting this in the cubic leads to the equation 

X3 + (16.8 - 6.4x)3 - 9x(16.8 - 6.4x) = 
= (1 - 6.43)x3 + (3.16.8.6.42 + 9· 6.4)x2 + ... = 0, 

satisfied by the x-coordinates of all three points Q I, Q2. and Q3. Since XI + X2 + X3 
in a cubic equation = -(the coefficient. of x 2), if the coefficient of x 3 is 1, we find 
Q3 = (X3. Y3) with 

I 2121.984 112 
X3 = 261.144 - XI - X2 = 31 

196 
Y3 = 16.8 - 6.4X3 = -31. 
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Rational Points on Rational Cubics 

If all the coefficients in (A 7.1) are rational numbers (or could be made rational by 
multiplication by the same constant =1= D), the curve is called a rational cubic. A 
rational point is a point with both coordinates being rationall numbers. Rational 
points on rational cubics have been much studied, since the search for these points 
is just another way of stating the problem of solving a third degree diophantine 
equation in two unknowns. Some observations, valid for rational cubics, may 
be inferred from the computations in the example given in the last section. If 
we have found two rational points QI and Q2, a third rational point Q3 can be 
found, since the computations all were done using rational operations on rational 
numbers. Also, if only one rational point QI is known on the curve, we can still 
find another point Q2 by computing the tangent to the curve at the point Q I. The 
point Q2 will come out rational because the derivative of y at XI, which is the slope 
of the tangent, can also be computed by using only rational operations on rational 
numbers. There is, however, one exception from this reasoning, viz. when the new 
point is at infinity. We shall address this case in the next section. 

Homogeneous Coordinates 

One way to cope with the points at infinity is to introduce what is called homoge­
neous coordinates. Formally we put 

x 
x= -

Z 
and 

Y 
y=-, 

Z 
(A7.2) 

and denote the point (x, y) as (X, Y, Z) in homogeneous coordinates. In this new 
representation at least one of the coordinates must be =1= D. Substituting this in 
(A 7.1) and multiplying with Z3 results in 

aoy3 + alXy2 + a2X2y + a3X3 + a4y2Z + asXYZ+ 
(A7.3) 

Because of the homogeneous form of the left hand side of (A7.3), only the ratios 
X : Y : Z count. For any finite point we may put Z = I, and we then have 
x = X and y = Y, and thus (x, y) = (x, y, 1) for all finite points. For points at 
infinity, Z = D, and the point at infinity in the direction of the line y = ax + b, 
or Y = aX + bZ, is (1, a, D). Please note that the two directions of the line are 
identified. This identification results in the projective plane. In the projective plane 
there is precisely one point at infinity for each direction in the plane, and parallel 
lines are considered having exactly one point in common, viz. that point at infinity 
which corresponds to their common direction. All points at infinity are considered 
to be on a straight line, the line at infinity, having the equation Z = D.-Using this 
model, we have the following nice 
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Theorem A 7 .1. A curve of degree n and a straight line always have n intersections, 
real or complex, distinct or coincident, finite or infinite. 

We do not give a proof, but just give some examples. Consider the curve y2 = x 3 

(the semicubical parabola, Fig. A 7.2), or y2 Z = X3 in homogeneous coordinates. 
A straight line through the origin, not running parallel to the y-axis, can be written 
y = kx or Y = kX. The points of intersection are found from the system 

{ y2Z = X 3 

Y =kX 

having a double root X = 0, Y = 0, Z "# 0 and a single root satisfying k 2 Z = X. 
Thus its three roots are (0,0,1), (0,0,1), and (k2 , k3 , 1). All roots are real and 
finite. 

Now, let the line be the y-axis, X = O. The system goes 

or y2Z=0, 

having a double root X = 0, Y = 0, Z "# 0 and a single root Z = O. The three 
points of intersection in this case are (0,0, 1), (0,0, 1), and (0, 1,0). This last 
point is the point at infinity in the direction of the y-axis. Finally, intersect the 
curve with the line x = -1, or X = -Z. The system will be 

{ y2Z = X 3 

X=-Z 

with the solutions (0, 1,0) and (-1. ±i, 1). One point of intersection is again the 
point at infinity (0, 1, 0), the other two points have complex coordinates. 

Elliptic Curves 

Lately, rational points on rational cubics have been used in the so-called Elliptic 
Curve Method, or ECM, for factoring large numbers and for proving the primality 
of large primes. In these applications only certain particular types of cubics are 
used, the elliptic curves. These can be written as 

(A7.4) 

In this equation one can remove some of the terms by making rational transforma­
tions. One frequently used form is 

l = x 3 + Cx + D with 4C3 + 27 D2 "# O. (A7.5) 
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We are, however, going to present the theory using another quite advantageous 
representation, suggested by Peter Montgomery in [1], viz. 

Bl = X3 + Ax2 +x, with B(A2 - 4) =/ O. (A7.6) 

This corresponds to the curve 

y = ±Jx(x2 + Ax + 1)/B, 

which is obviously symmetric about the x-axis. The zeros of yare XI = 0 and the 
roots of x 2 + Ax + 1 = 0, which are X2.3 = (-A ± J A2 - 4)/2 and thus are real 
if, and only if I A I > 2. 1\vo different types of curves exist, depending on whether 
all three roots are real or just one of them is. See Fig. A 7.3. 

The condition B(A2 - 4) ¥= 0 ensures that the cubic is irreducible and non­
singular. The construction described above for finding new rational points on an 
arbitrary rational cubic of course also works for elliptic cun'es. On top of this, 
on the elliptic curve we also always have the point, symmetric with respect to the 
x -axis, to any given or constructed point. See Fig. A 7.4. 

A remarkable property of these points was discovered by Jacobi. If we call 
QI + Q2 = Q3, where "+" stands for the composition rule that takes us from the 
two points QI and Q2 to the point Q3, it turns out that the points form an abelian 
group E(A, B) with "+" as the group operation. The neutral element I is the 
point at infinity (0, I, 0) in the direction of the y-axis, and the inverse of a point 
is the point, symmetric with respect to the x-axis. Finally we have to prove the 
associative law for arbitrary elements, QI + (Q2 + Q3) = (QI + Q2) + Q3. We 
shall come back to this a little later. 

Rational Points on Elliptic Curves 

To find an elliptic curve with rational points, start with the representation By2 = 
x 3 + Ax2 + x, take A ¥= ±2 and rational, choose a rational number x, and take B 
such that the point (x, 1) is on the curve, i.e., take B = x 3 + AX2 + x. From the 
composition rule for the points QI = (UI, vd and Q2 = (U2, lI2) we now calculate 
QI + Q2 = Q3 = (U3, V3) as follows: Put 

(A7.7) 
if U I = U2 and VI = V2 :1= o. 
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IAI > 2, B > 0 

Fig. A 7.3. Two types of elliptic curves 

y 

03' 

Fig. A7.4. Rational points on an elliptic curve 

x 

x 

The equation of the straight line Q, Q2 is Y - v, = A(X - u,). This line 
intersects the curve when 

Thus u, + U2 + U3 = BA2 - A, and so 

{ 
U3 = BA2 - A - u, - U2 

V3 = -VI - A(U3 - ud· 
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Two cases remain to discuss. If UI = U2 and VI = -V2 or if UI = U2 and 
VI = V2 = O. In both cases A = 00, and thus Q I + Q2 = (0, 1, 0) = I, the neutral 
element of the group. 

Now, as is explained in chapter 6, the elliptic curve method makes use only of 
the x-coordinates of certain multiples of the same element, i.e., of compositions of 
the type P + P + P + ... + P. With n such "terms" P = (XI, YI), we shall denote 
the result by Pn = (xn, Yn) = n P. Since the successive multiples of the same 
element in any group form an abelian subgroup, we have proved the associative 
law for this case, which is all that we need to know for our purpose. 

To be able to compute n P for large values of n by a reasonably fast algorithm, 
we shall make use of the binary representation of n, just as we did to compute an 
mod p on p. 87. This means that we will have to compute 2n P and/or (2n + 1) P 
from P, nP, and (n + 1)P. Because we shall, as we mentioned above, need only 
the x-coordinates of some multiples of P, we could make a shortcut and cut out 
about half of the computations if we could find a set of fonnulas in which the 
x-coordinates only are referenced. With QI = Q2 = (xn, Yn) in the first of the 
equations (A7.8), we find for 2(xn, Yn) = (xn, Yn) + (xn, Yn) := (X2n, Y2n): 

(A7.9) 

The computation with rational numbers in (A7.9) can be replaced by computing 
entirely with integers if we make use of homogeneous coordinates. If we replace 
Xi by X;/Zi' (A7.9) transforms to 

Since, in homogeneous coordinates, only the ratios Xi : Yi Zi count, we can 
rewrite (A7.1O) as 

now working with integers only. 
How about X2n+l? An obvious way to compute this quantity would be to try 

to evaluate (X2n' Y2n) + (XI, YI), but, according to (A 7.8) this would need the value 
of Y2n (inherent in A), which we are trying to avoid. But there is a trick! This is 
to first find formulas for running the composition rule one step backwards, i.e., to 
calculate Q2 - QI = Qo, which means to find Qo such that QI + Qo = Q2' This 
is actually easy, since (UI, VI) + (u), -VI) = I, the neutral element, from which 
we find -(UI, VI) = (UI, -v)), and thus Q2 - QI = Q2 + (uJ, -VI). (The reader 
is asked to look at Fig. A 7.5, which clarifies this.) So we only have to substitute 
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-v) for v) in the formulas for Q2 + Q) to find Q2 - Q). The first step for carrying 
this out is to rewrite (A 7.8) in a more suitable form for our purpose: 

U3(U) - U2)2 = B(v) - V2)2 - (A + U) + U2)(U\ - U2)2 = 
= -2Bv\ V2 + u~ + u~ + U\ + U2 + A(ur + u~ - (u\ - U2)2)­

- (u) + U2)(U\ - U2)2 = 
= -2Bv)V2 + U)U2(U\ + U2 + 2A) + U\ + U2 = 

= B(U2V\ - U\V2)2/(u\U2). (A7.12) 

y 

00 

x 

Fig. A7.5. How to find Qo = Q2 - QI 

Now, performing in (A 7.12) the substitution v\ ~ - v\, mentioned above, we find 
for Q2 - Q\ = (uo, vo) 

(A7.13) 

Multiplying (A7.12) and (A7.13) yields 

U/U3(U\ - U2)4 = (u~Bvi - ui Bv~)2 /(U\U2)2 = 

= (u2(ui + Au) + I) - U\(u~ + AU2 + 1)/ = (U\U2 - 1)2(u) - U2)2, 

or 

(
U\U2 - 1)2 

UOU3 = 
U2 - U\ 

(A7.14) 

Using the previously introduced notation j(x\, yt> = (Xj, Yj) and taking (u), VI) 
to be (xn, Yn) and (U2, V2) to be (Xn+l, Yn+l) in (A7.14), we arrive at 

(A7.15) 
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Changing, as in (A7.9), to homogeneous coordinates, we find 

I X2n+1 = ZI (XnXn+1 - Zn Z n+I)2 = 
=!I «Xn+1 - Zn+I)(Xn + 2Z'I!. + (Xn+1 + Zn+I)(Xn - Zn))2 

Z2n+1 - XI(ZnXn+1 - XnZn+d -
= ZI «Xn+1 - Zn+I)(Xn + Zn) - (Xn+1 + Zn+I)(Xn - Zn))2 

(A7.16) 
for the computation of (2n + 1) P. The rightmost versions of these expressions is 
useful when it comes to do the computing with a minimum number of multiplica­
tions, in order to save computing time. 

Example. How much is 13 P, if P = (2, M) on the curve - lio1)l2 = x3 - 28~ X2 + x? 

Here A = _288~ and XI = f, giving XI = 2, Zl = 1. To find 113P we have to find 
(in the reverse order) 6P, 7 P, 3P, 4P, and 2P. First, since A has the denominator 
80, it is practical to rework (A 7.11) so that its second equation contains 80A instead 
of A. This is done by multiplying both right-hand sides by the factor 20. (There 
is already a factor 4, which can be used!) So, instead of (A7.11) we shall use 

Using this and (A7.16), we first find X2 = 20.32 = 180, Z2 = 2· (-162) = 
-324, or reducing by the common factor 36, which is allowed, because only the 
ratios Xi : Zi count, X2 = 5, Z2 = -9. Next, X3 = 1(2·5 + 1 ·9)2 = 361, 
Z3 = 2(5·1 +2.9)2 = 1058. X4 = 20(25-81)2 = 20.562, Z4 = -5·9·21125, 
or reducing by the common factor 5: X4 = 12544, Z4 = -190125. In the next 
step the numbers are growing large, and we find 

= 

and, finally 

-= 
ZI3 

543447808005 
77976653049 ' 

X7 211522616013 20978 
= Z7 6708703737182329 ' 

1444388734571466069955286417408877911 78150318274091072921 
56078559524070387695358129330425515961434632577695000578 

Exercise A7.1. Use the binary representation of n to write down those intermediate mul­
tiples of P, which are needed to finally reach n P by the technique just sketched. E.g. for 
n = 187 = 101110112 , we have to do mP for m = 2,3,5,6,11,12,23,24,46,47,93, 
and 94. How are these numbers found? In order to compute the corresponding values of 
mP, sometimes one has to do x;, sometimes X;+l' Can you find a rule for when one or 
the other of these is needed? Check the example just given by programming (A 7.11) and 
(A 7.16) on your computer, using the rules you have found. 
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An important result on the rational points of rational cubics is given in the 
following theorem ofL. J. Mordell: 

Theorem A7.2. The group E(A, B} of rational points on the rational cubic By2 = 
x 3 + Ax2 + x is finitely generated. 

For a proof, which is beyond the scope ofthis book, see [2], Ch. 6. pp. 120-137. 
Mordell's theorem tells us that we can reach all the rational points on an elliptic 
curve from just a finite number of them, by successively applying the construction 
described above to find new rational points from given ones. 

If we study the group E(A, B) over a finite field Fq , Le., modulo a prime 
power q = p()/, then the number of generators in Mordell's theorem comes down 
to at most two. This is expressed in 

Theorem A7.3. If E is an elliptic curve over a finite field Fq , the the group EFq 
is either cyclic or a product of two cyclic groups. In the latter case let the order of 
these two groups be dl and d2 with dl ~ d2. Then dlld2 and d1lq - 1. 

In the first case of this theorem, when EFq is cyclic, one may put d l = 1 and use 
the formulas for the latter case. 

Another important result for the group E (A, B) is a theorem of Helmut Hasse. 
If the elements of the group are all reduced mod p, we get another group, which 
we can denote by Ep(A, B). The theorem of Hasse states something about the 
order of this reduced group: 

Theorem A7.4. The order of Ep(A, B} lies in the interval 

lp = (p + 1 - 2.jp, p + 1 + 2.jp). 

The theorem of Hasse is extended by another useful theorem, proved by William 
Waterhouse in 1969: 

Theorem A7.S. There exist constants A, B, such that the group Ep(A, B} has any 
prescribed order n in the intervallp • Also, the order of the groups Ep(A, B) for 
various values of A and B are fairly equidistributed in this interval. 

For a discussion on these matters, see [2], Ch. 13, pp. 242-261. 
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APPENDIX S 

CONTINUED FRACTIONS 

Introduction 

In this appendix we shall provide the reader with a glimpse at the theory of con­
tinued fractions. This is a fascinating and very useful theory, both theoretically 
and computationally. It is, however, a little neglected in mathematics courses, and 
there are only a few elementary books [1]-[4] on the subject. 

What Is a Continued Fraction? 

We start by making 

Definition AS.I. A continued fraction is an expression of the form 

(AS.l) 

The numbers aj are termed partial numerators and the numbers b j (apart from bo) 
are called partial denominators. If all partial numerators aj are equal to 1, and 
if bo is an integer and all partial denominators b j are positive integers, then the 
continued fraction is said to be regular. 

Before we proceed we shall introduce a more conveni(:nt notation for the 
cumbersome (AS.1): 

bo + ad + a21 + ... + an 1 rI;Wz Ib; 
A (finite) continued fraction (with rational aj's and b j 's) represents a rational 

number. The significance of regular continued fractions is that if such an ex­
pansion is truncated at any point, then this shorter expansion (called convergent) 
will represent a number that approximates the value of the complete expansion. 
The greater the portion of the complete expansion used, the more accurate will 
the approximation be. Thanks to this property, regular continued fractions are of 
the utmost importance in the theory of approximation of real numbers by rational 
numbers. 
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Regular Continued Fractions. Expansions 

Regular continued fractions are the simplest ones to deal with. They possess 
certain very simple and useful properties, which we now present. 

To begin with, we show how to find the regular continued fraction expansion 
of a real number x. We would like to write x in the form 

(A8.2) 

where bo is an integer and the partial denominators b I , b2 , ••• all positive integers. 
This is achieved by successively computing the numbers given by the following 
algorithm: 

1 1 
bo = Lxj, XI=--, bi = Lxd, X2 = 

Xl -bi 
, 

X -bo 
(A8.3) 

1 
b2 = LX2j, X3 = 

X2 - b2 ' 
bn = Lxnj, XII+I = 

Xn -bll 

, 

The computation will terminate with one of the numbers Xi being exactly an 
integer, if and only if X is a rational number. If X is an irrational number, then the 
expansion is infinite. 

Example 1. The regular continued fraction expansion of v'2 is computed as 
follows: 

1 
Xl = v'2 = v'2 + 1 

2-1 
bo = Lv'2j = 1, 

1 
b i = L v'2 + Ij = 2, X2 = v'2 = .J2 + 1. 

2+1-2 

From this point on the calculation is repeated periodically. Thus, b2 and all sub­
sequent bi's equal bi =2, and the (infinite) expansion becomes 

(A8.4) 

Example 2. The base of the natural logarithms, e = 2.71828182 ... , yields 

bo = 2, Xl = 1/0.71828182 ... = 1.39221119 .. . 

bi = 1, X2 = 1/0.39221119 ... = 2.54964677 .. . 

b2 = 2, X3 = 1/0.54964677 ... = 1.81935024 .. . 
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b 3 = 1, X4 = 1/0.81935024 ... = 1.22047928 ... 

b4 = 1, Xs = 1/0.22047928 ... = 4.53557347 ... 

b s =4, X6 = 1/0.535573 ... = 1.867157 ... 

b6 =1, X7 = 1/0.867157 ... = 1.153193 ... 

b7 = 1, Xg = 1/0.153193 ... = 6.527707 ... 

bg =6, X9 = 1/0.5277 ... = 1.8949 ... 

b9 =1, XIO = 1/0.8949 ... = 1.1173 ... 

blO = 1, XlI = 1/0.1173 ... = 8.5226 ... 

bll = 8, 

This computation produces the famous expansion 

(A8.5) 

Further, it is useful to observe that the expanded number x can always be 
recovered by first truncating the expansion at a partial denominator bk and then 
replacing bk by Xk: 

(A8.6) 

This fact is an immediate consequence of algorithm (A8.3) above for the compu­
tation of the bj's, since Xk has precisely the expansion 

bk + 1 1+ 1 1+ ... 
~~ 

This is actually identical to the part of the expansion following the partial denom­
inator bk - J in the expansion of the original number x.-Thus, from the expansion 
(A8.4) above of .j2 we find 

(A8.7) 

the dots representing an arbitrary number of partial denominators = 2. 

Evaluating a Continued Fraction 

How can the value of a regular continued fraction be calculated? The first time 
you see a continued fraction written down, such as 

243 _ 2 11 11 11 11 11 11 
89 - +11+[2+11+[2+[2+13 
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you may think that the only way to evaluate this expression is to start at the bottom 
and compute backwards through the fractions, as follows: 2 + ~ = ~, 2 + ~ = 1f, 
1 7 24 2 17 65 1 24 89 d fi II 2 65 243 + 17 = 17' + 24 = 24' + 65 = 65 an, na y, + 89 = 89· 

However, there is another algorithm which actually runs forwards through 
the partial denominators. It is based on the following 

Theorem AS.I. Let bo be an integer and let all partial denominators of the regular 
continued fraction 

(AS.S) 

be integers> O. Let the so-called partial quotients or convergents As I Bs be given 
in their lowest terms. If we define A_I = 1, B_1 = 0, Ao = bo and Bo = I, then 
Ani Bn can be computed recursively by the formulas 

{
As = bsAs_1 + As-2 

Bs = bsBs_1 + Bs-2. 
(AS.9) 

Proof. At! BI = bo + I/b l = (blbo + I)/bt. which gives AI = blbo + 1 = 
bl Ao + A_I and BI = bl = bl Bo + B_1, so that the recursion formulas hold for 
s = 1. If they hold for s, how can they be proved for s + I? Well, the partial 
quotient As+t! Bs+1 can be constructed from As/ Bs simply by writing bs + l/bs+1 
for bs • Thus, if (AS.9) holds for s, then also 

1 
A (bs + -r:--- )As- I + As-2 s+1 Us+1 
-B-s+-I = -(b-+-~I..:o...-)B--+-B--

s r--- s-I s-2 
°s+1 

Bs + Bs-I 
1i;0 

which agrees with (A8.9) if we choose 

bs+IAs + As-I 
- bs+IBs + Bs- I ' 

{
As+1 = bs+IAs + As-I 

Bs+1 = bs+1 Bs + Bs_ l . 

But how can we ensure that the fraction As+t! Bs+1 will be given in its lowest 
terms? This is guaranteed by another important theorem, viz. 

Theorem AS.2. The As and Bs as defined in (A8.9) satisfy 

(AS. 10) 
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Proof. A_I Bo - AoB_1 = 1 . 1 - bo ·0= 1, so that the relation holds for s = O. 
Suppose it holds for a particular value of s. Then for s + 1 we' obtain 

AsBs+I - A.+IB. = As(bs+IBs + B.-I) - (bs+IAs + As_I)Bs = 
= -(As-IBs - AsBs-I) = -(-I)' = (_1)s+l. 

From this theorem it follows that all partial quotients Asl Bs are in their lowest 
tenns, because if As and Bs had a common factor d > 1, then this factor would 
certainly appear as a divisor of As-I Bs - AsBs-I. This result concludes the proof 
of Theorem A8.I. 

The recursion fonnulas (A8.9) immediately give rise to the following tabular 
scheme for the efficient calculation of the value of a regular continued fraction: 

b l b2 .. . bs_ 1 bs bs+ 1 ... 

1 bo b l • bo + 1 As_2 As_I b • . A._I + A._2 - --
0 1 b l · 1 +0 

.. . 
B._2 B._I bs . Bs_1 + Bs_2 

... 

The method is as follows: First, write down the two left-most partial quotients 
A-II B_1 = liD and Aol Bo = boll. Next introduce the successive partial denom­
inators bl, b2, b3, ... , atthe head ofthe table. Finally, calculate Asl Bs recursively 
by means of (A8.9), i.e., mUltiply the next bi by the tenn below it and then add the 
tenn immediately to the left on the same line. Calculate first the numerator and 
then the denominator in each of the convergents by following this rule twice. 

Example. The fraction 243/89 earlier developed can be re-calculated from its 
regular continued fraction expansion in the following way: 

1 2 1 2 2 3 

1 2 3 8 11 30 71 243 
- - -

0 1 1 3 4 11 26 89 

Fonnulas (A8.9) may surprise you at first sight, particularly the fact that both 
the numerator and the denominator satisfy the same recursion formula, but they 
arise as a natural consequence of the convergent Ani Bn being a fractional linear 
function of bn . Write 

A(t) ~ ~ ~}I -=bo+ + + ... + + ~ 
B(t) bl b2 bn-I rt (A8.11) 

with the variable t replacing bn in (A8.8). Then 

R(t) = A(t) = a + bt 
B(t) c+dt 

(A8.l2) 
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for some suitably chosen constants a, b, c and d. Now, t ---+ 00 in (A8.II) gives 
R(oo) = An-I! Bn_ l , and 1---+ 0 in (AS. 11) yields 

I 
--~I = =0, 

bn - I + 00 
bn - I +-

t 

so that R(O) = An-21 Bn-2. Thus we observe that 

A(t) An-2 + kAn_It 
= 

B(t) Bn-2 + kBn_11 ' 

must hold for some constant k in order for R(O) and R(oo) to assume correct 
values. Inserting t = bn, R(bn) = Ani Bn, and thus 

This finally gives k = I due to (AS.9), and we obtain the following value for the 
continued fraction (AS.11): 

B(t) Bn- 2 + Bn-It 
(AS.l3) 

Continued Fractions as Approximations 

As we have already pointed out at the beginning of this appendix, if we truncate a 
regular continued fraction expansion of an irrational number x after the nth partial 
denominator bn , then the truncated fraction, the convergent Ani Bn, approximates 
to the number x. We shall now study this approximation in some detail. Firstly, 
if x is an irrational number> 0, then the first approximation bo will be too small, 
the second approximation bo + I/b l too large, the third too small and so on. This 
is obvious if you consider the construction of the continued fraction. Developing 
these ideas, let x be an irrational number whose third approximation is given by 

This means that 

~ = bo + --1::-' 
b l +­

b2 

x=bo+ I 
bl+-­

b2 + (} 
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since b2 has been computed as the integral part of some number b2 + () between 
b2 and b2 + 1. Hence, ~ is an approximation to x with b2 too small, and thus 1 I b2 
and also b l + II b2 will be too large. Finally, ~ will be smaller than x. Whether the 
approximation ~ emerges smaller or greater than x will depend upon whether an 
even or an odd number of divisions are involved in the above reasoning, proving 
our assertion. 

Introducing, as in Theorem A8.I, the convergent An IBn, we can express x in 
the form of a convergent alternating series: 

(A8.14) 

since by Theorem A8.2, As-I Bs - As Bs_I = (-1)s. The fact that the series 
in (A8.14) converges is easy to prove. The Bj's must grow at least as fast as 
the Fibonacci numbers Un (see p. 108) since, according to Theorem A8.I, Bs = 
bsBs_I + Bs- 2 ~ Bs- I + Bs- 2 because bs ~ 1. However, the Fibonacci number Un 
is ~ « I + .J5) 12)n 1.J5, and thus the series must converge at least as rapidly as a 
geometric series with its quotient = -«I + .J5)/2»-2 = -0.382. 

We shall now consider the following important question: How close will the 
convergent Ani Bn approach to x? This is answered by 

Theorem A8.3. Let the regular continued fraction expansion of the irrational 
number x be 

Then the nth convergent, 

expressed in its lowest terms, approximates x and at least one of three consecutive 
convergents satisfies 

n ( An) I 0«-1) x-- <--. 
Bn B2.J5 n 

(A8.1S) 

Proof. Since we will need only the weaker result 

(A8.16) 
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we do not prove (A8.I5) but refer the reader to [5] for its proof. (A8.I6), valid for 
all values of n, is proved in the following way: 

(-1) x-- =---n (An) 1 
Bn BnBn+l 

Euclid's Algorithm and Continued Fractions 

The sequence of computations performed when developing alb as a regular con­
tinued fraction is identical to that when GCD(a, b) is calculated by Euclid's 
algorithm. The reader should compare the example on Euclid's algorithm for 
GCD(899I, 3293), given on p. 241 with the example given above in which we 
developed 243/89 = 8991/3293 as a continued fraction. The sequence of quo­
tients occurring in Euclid's algorithm is exactly the same as the sequence of partial 
denominators in the continued fraction expansion, in our example 2, 1, 2, 1, 2, 2, 
3. This observation is most useful for the efficient solution of linear diophantine 
equations (or linear congruences, which is almost the same thing). 

Linear Diophantine Equations and Continued Fractions 

In Appendix 2, pp. 265-266, we presented an algorithm for solving the linear 
congruence ax == c mod b, which is equivalent to the diophantine equation ax -
by = c. This algorithm starts by first applying Euclid's algorithm to calculate 
GCD(a, b), followed by a calculation running backwards through the chain of 
equations in order to find the desired values of x and y. Now, by employing 
continued fractions, we can obtain all this in one step! 

Let us begin by considering the simplest case, the diophantine equation ax -
by = 1, with GCD(a, b) = 1 and b > a. First calculate the continued fraction 
expansion of b/a. Essentially this means performing Euclid's algorithm, since the 
sequence of divisions on performing Euclid's algorithm on the integers a and b 
is precisely the same as in carrying out the regular continued fraction expansion 
of b/a. Subsequently, compute the successive partial quotients by means of the 
scheme we demonstrated on p. 331. When the final partial quotient As/ Bs before 
b/a is reached, the solution to ax - by = 1 is immediate, since aAs - bBs = ±I 
(Theorem A8.2). 

If we wish to solve ax-by = cinsteadofax-by = l,stillwithGCD(a, b) = 
1, we need only to multiply the values of x and y found as the solution of ax - by = 
1 by c.-If (a, b) > 1, then this will be evident at the end of the continued fraction 
expansion, just as it becomes in Euclid's algorithm. In this case we must verify 
that GCD(a, b)lc and, if so, when cancelling the whole diophantine equation by 
GCD(a, b), which does not affect the continued fraction expansion, we end up 
having to solve a diophantine equation with c/GCD(a, b) rather than the original 
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c.-Let us now once again consider the example given in Appendix 2 

3293x == 222 mod 8991. 

We have already on p. 241 performed a calculation which is equivalent to the 
continued fraction expansion of 8991/3293 = 243/89 and on p. 331 we have 
calculated the penultimate partial quotient of this expansion. It was found to be 
71/26, and thus 89·71 - 243 ·26 = 1. We can always proceed this far without 
any difficulty. But one may ask: "Why 243 and 89 rather than 8991 and 32931" The 
reason is that the final two integers possess a common divisor = 3293/89 = 37. 
Now, we must check whether this common divisor 371222. It does, and therefore 
the congruence we are considering is solvable. Hence, we can cancel the factor 
37, yielding 89x == 6 mod 243, corresponding to 89x - 243y= 6. However, we 
have just found that 89x - 243 y = 1 has the solution x = 71, y = 26. Thus our 
congruence has the solution x == 6·71 == 426 == 183 mod 243. 

A Computer Program 

On p. 243 in Appendix 1 we have seen a computer program for Euclid's algorithm. 
This program can easily be modified to provide the solution of a linear congruence 
ax == c mod b. To this end we must incorporate the recursion (A8.9) into the 
program. Since the recursion runs forwards, just as Euclid's algorithm does, it 
is not necessary to save all the partial denominators! As soon as a new partial 
denominator is calculated, it is used at once to compute the values of the next As 
and Bs and can then be discarded. A flow-chart of the program is shown below: 

sw :=1; m :=b; n :=a; Po :=1; PI :=lm/nJ; q :=PI; 

l 
sw := -sw; m := n; n := r; 

r:-:::~l-1.~-Jq := Lm/nJ; P2 :=q'PI + Po; 
Po := PI; PI :== P2; 
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The following is a PASCAL program Dioeqv for the solution of a linear 
diophantine equation with two unknowns. It is based on a PASCAL function 
lincon which solves the linear congruence ax == cmodb, and is an implementation 
of the flow-chart given above.-The variable sw contains a switch having the actual 
value of (_ly+l. 

PROGRAM Dioeqv; 
{Solves the diophantine equation ax-by=c} 
(Input, Output); 
LABEL 1; 
VAR a,b,c,x : INTEGER; 

FUNCTION lincon(a,b,c : INTEGER) : INTEGER; 
{ Solves the linear congruence ax = c (mod b) } 
LABEL 1,2; 
VAR sw,m,n,pO,p1,p2,q,r,u : INTEGER; 
BEGIN 

sw:=l; m:=abs(b); n:=a; IF n<O THEN 
BEGIN c:=-c; n:=-n END 

{Here the signs are adjusted if a and b are negative}; 
pO:=l; p1:=m DIV n; q:=p1 {Starting values!}; 

1: r: =m MOD n; 
IF r>O THEN 

BEGIN sw:=-sw; m:=n; n:=r; q:=m DIV n; 
p2:=q*p1+pO; pO:=p1; p1:=p2; GOTO 1 
{This constitutes the continued fraction algorithm} 

END 
ELSE 

BEGIN IF n>l THEN 
BEGIN b:=b DIV n; u:=c DIV n; 

IF c <> u*n 
THEN 

BEGIN writeln(tty,'Congruence not solvable!'); 
sw:=O; GOTO 2 

END 
ELSE 

BEGIN c:=u; 
writeln(tty,'Modulus reduced to',b:8) 

END 
END; 

2:lincon:=sw*c*pO MOD b 
END 

END {lincon}; 
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BEGIN 
l:write(tty, 'Input a,b,c in the congruence ax==c(mod b)'); 

write(tty,'and ax-by=c: '); read(tty,a,b,c);; 
IF a <> 0 THEN 

BEGIN x:=lincon(a,b,c); 
writeln(tty,'x=',x:8,' y=',(a*x-c)DIV b:8); 
GOTO 1 

END 
END. 

Exercise AS.I. Division mod n. Use the PROGRAM Dioeqv above to compute 

1 1 1 1 1 1 - + - + - + - + - + - mod 29. 
23571113 

Hint: Compute each of the fractionsxp == 1/ p mod 29 separately by solving pXp -1 = 29y. 
(Answer: 15.) 

Continued Fraction Expansions of Square R.oots 

We now tum our attention to a subject of great interest to number theory, namely 
the regular continued fraction expansion of the square root of a non-square integer 
N. The expansion can formally be defined as follows: 

Xo =../N, hj = Lx;J, Xj+l = l/(xj - hj), (AS. 17) 

where Lx J, as usual, denotes the integer part of x. The definition implies that 

(AS. IS) 

with all hi'S positive integers. The expansion is infinite, since ../N is irrational 
when N is not a perfect square. We shall prove that the expansion is always 
periodic. 

The partial denominators hi are best computed as in the following example: 
N = 69 gives Xo = .J69, bo = L.J69J = Sand 

1 
Xl = .J69 _ S = 

5 
X2 = = 

./69 -7 

.J69 + S 

5 

5(.J69 + 7) 

20 

./69 -7 
=3+---

5 

= ./69+7 =3+ ./69-5 
4 4 
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4 4( J69 + 5) J69 + 5 J69 - 6 
X3 = = = = 1 + ---

v'69 - 5 44 11 11 

11 Il(v'69 + 6) J69 + 6 J69 - 6 
X4 = - - - 4 + ---

v'69 - 6 - 33 - 3 - 3 

3 3(v'69 + 6) v'69 + 6 v'69 - 5 
X5 = = = = 1 + ---

v'69 -6 33 11 11 

11 11(v'69 + 5) v'69 + 5 v'69-7 
X6 = - - - 3 + ---

v'69-5- 44 - 4 - 4 

4 4(v'69 + 7) v'69 + 7 v'69 - 8 
X7 = = = = 3 + ---

v'69 -7 20 5 5 

Xg = 5 = 5(v'69 + 8) = v'69 + 8 = 16 + (v'69 - 8) 
v'69-8 5 

1 v'69-7 
X9 = = 3+ . 

v'69-8 5 
Here, the partial denominators bi in the expansion are the initial integers of the 
right-most expressions on each line. Since X9 = XI, the previous calculation will 
be repeated from this point onwards, so that the entire expression is periodic from 
X9 and on. We thus have the expansion 

6 11 11 11 11 11 11 11 11 11 11 
v'69 = 8 +r3+r3+rT+r4+rT+r3+r3+Ii6+r3+r3+···' 

which is periodic, with the first period marked by a bar.-Therefore, at least in this 
particular example, the regular continued fraction expansion of .IN is periodic. 
Note also that, excepting the last term 16, the period is symmetric, the point of 
symmetry being the partial denominator 4 in this case. 

Proof of Periodicity 

We shall now prove that the continued fraction expansion of .IN is always periodic. 
Since, in Chapter 6, we needed one more relation between the variables introduced 
in the following deduction, we shall provide this at the same time. We write down 
the general line in the calculation above as (assuming the quantities Pi and Qi to 
be >0) 

with 

.IN + Pi .IN - Pi+1 
--- = bi + ----'-

Qi Qi 

l.JN+PiJ 
bi = Lx;J = Qi ' Pi+1 = biQi - Pi. 
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We will now show that Pi < -Jiii and Qi < 2.JN limits the number of possibilities 
for the pairs (Pi. Qi) to at most 2N. and thus induces periodicity in the sequence 
{bi }. The crucial point is that the expression 

N _ p.2 , 

can always be reduced to (.IN + Pi)/Qi. implying that 

N- p.2 
Qi= ' 

Qi-I 

(AS.21) 

(AS.22) 

must always be an integer. We prove this by mathematical induction. In the first 
line of the computation above we have 

(AS.23) 

where QI = N - Pf. Here. the requirement that the right-hand-side has the 
desired form is fulfilled. Assuming that 

.IN + Pi 
Xi = 

Qi 
with QdN - p/. (AS.24) 

we obtain 

-Jiii - (biQi - Pi) -Jiii - Pi+1 
Xi =bi + =bi + ----. 

Qi Qi 
(AS.25) 

Qi Qi(.JN + PHI) 
Xi+1 = = 

.IN - PHI N - P/.H 

(AS.26) 

Now. because (N - P/)/Qi is an integer. 

N-(biQi-Pi)2 N_p.2 2 
= =' - b. f). + 2b·P· 

Qi Qi' \<., " 

is also an integer. proving that (AS.22) is always an integer. 
The choice of bi implies that Pi <.IN and. since Pi+1 =: bi Qi - Pi. we find 

p. +P'+ I 
Qi = ' bi ' < 2.JN. (AS.27) 

Thus. the total number of different fractions (.IN + Pi) / Q i in the expansion is at 
most l.JN J . 2l-Jiii J < 2N. This means that after at most 2N steps we will find a 
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fraction (,Jii + Pdf Qk which has occurred earlier in the expansion, and therefore 
the expansion must be periodic with a period-length of at most 2N - 1. 

The relation mentioned above, which we needed in Chapter 6, is 

(A8.28) 

which may be deduced as follows: From (A8.22) we get 

QiQi-l = N - p/ and Qi+l Qi = N - p/u . (A8.29) 

Subtracting these two, we find 

Writing (A8.27) as Pi + Pi+l = Qibi, we can cancel Qi and arrive at (A8.28). 

Exercise AS.2. Continued fraction expansion of../N. Starting the recursion (AS. 19)­
(A8.20) with Po = 0, Qo = 1, write a FUNCTION cfracsqrt (N), giving the expansion 
of ../N. Stop when the first period has been found (bn = 2bo at this point). Test your 
programming on some simple cases, such as Ja2+l and ./a2 + 2 and on N = 69. 

The Maximal Period-Length 

In fact, the maximal period-length can never attain the value 2N - 1. This is 
because the number of possible combinations of Pi and Qi is limited also by the 
condition that Qi must be a divisor of N - p? and not simply any number < 2N. 

The number of divisors of a number n is called the divisor function d(n), 
and is a very irregular function of n. However, its average order afmagnitude is 
known and is, for numbers of size n, approximately equal to In n. Thus, an the 
average, we may expect the number of possible values of Qi i.e., the number of 
divisors of N - p? not exceeding 2./N. to be about i In n. (Most of the values of 
N - p/ are just below N, and for these values only about half of the divisors of 
N - p? are also smaller than 2./N. which is the reason why a factor i must be 

inserted.) This leads to the expectation that the period for the expansion of ,Jii is 
shorter than i,Jii In N. It has, in fact, been proved that, for N > 7, the period is 
always shorter than O.72,Jiiln N, and more elaborate arguments suggest that the 
period-length actually is smaller than approximately 

{v75lnln D, 

v75lnln4D, 

See [6] for further details. 

for D == 1 mod 8 
otherwise. 

340 

(A8.30) 



CONTINUED FRACTIONS AND QUADRATIC RESIDUES 

Short Periods 

The discussion above concerns the longest possible periods. Frequently, the peri­
ods are considerably shorter. For instance, if N = .Ja2 + 1, we have 

.IN=;;;z-+! =a+ 11+ 11+ ... , 
f2a"f2a" 

so that the period has only one element. Also Ja 2 + 2 has a short period: 

with period-length = 2. 

Continued Fractions and Quadratic Residues 

We shall now demonstrate how the regular continued fraction expansion of .IN 
can be used to find small quadratic residues of N. The method is dependent on the 
following formula 

(AS.31) 

valid for all n ::: O. Here A" / B" is the nth convergent of the expansion of.JN. and 
Xn and Qn are defined as in (AS.19). 

Proof. Substituting t = x" in (AS.l3), and expanding x = .IN according to 
(AS.12), we obtain 

~ An-2 + An-IX" vN-------
- B,,-2 + B"_IX,, . 

Next, inserting x" = (.IN + Pn)/Q", we find 

or 

(AS.32) 

Assuming that N is not a square, ,IN is irrational and we can ildentify the rational 
and the irrational terms in the equation: 

Eliminating P" yields 

{ 
Q"An-2 + P"A,,_I = N B,,_I 

Q"Bn-2 + P"Bn-1 = An-I. 
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or, using (AS. 10), 

which gives us (AS.3I). 

We now return to the problem offinding small residues of N. Reducing (AS.3I) 
mod N, we find that 

(AS.34) 

and hence (_I)n Qn certainly is a quadratic residue mod N. How large can it be? 
In the proof of the periodicity of the regular continued fraction expansion of ,,[N, 
we found in (AS.27) that Qn < 2.JN. Thus, the continued fraction expansion of 
-IN can provide us with a fast way of obtaining lots of small quadratic residues 
of N. The method is rapid, because both the Pj's and the Qj'S are less than 2,,[N, 
with the result that the whole computation runs much faster for large values of 
N, which require multiple precision arithmetic in a computer, than would the 
method of squaring numbers close to ,.j['ii, and then reducing these mod N. How 
about lots of quadratic residues? Since the expansion is periodic, all the Qi'S will 
repeat periodically, and in the case when the period of the expansion happens to 
be short this will severely limit the number of quadratic residues accessible by this 
approach. (As a matter of fact, the period is always symmetric, so that at best only 
half the number of steps in the period yield a new Qi!) Well, this sad situation 
can be remedied by expanding .j[jii with k suitably chosen such that the period of 
this new continued fraction is long. The success of this trick is due to the fact that 
each quadratic residue of kN must also be a quadratic residue of N.-The device is 
employed in Shanks' method as well as in Morrison and Brillhart's method, both 
of which are described in Chapter 6. 
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APPENDIX 9 

MULTIPLE-PRECISION ARITHMETIC 

Introduction 

As the reader must certainly be aware of by now, it is virtually impossible to 
do computer work on large primes and the factorization of large numbers without 
having a multiple-precision arithmetic package available. Unfortunately, however, 
the performance of exact computations on large integers has a limited appeal, 
and computer manufacturers do not find it profitable to include such facilities 
in the software that goes with their hardware. This means tl1at the reader may 
have to construct such a package himself for the computer he is using, unless 
he is fortunate enough to have some computer algebra system available, such 
as Maple or Mathematica. Such systems include multiple-precision arithmetic 
on all kinds of numbers, which a user manipulates on.-For readers not having 
such facilities at hand, we shall in this appendix discuss ways by which multiple­
precision computations can be carried out. 

Various Objectives for a Multiple-Precision Package 

Before attempting to construct a multiple-precision package for his computer, the 
reader should make clear what are the main objectives of the package. A choice 
can be made from the following list of important aspects: 

1. The package itself should be easy to program and to chec:k out. 
2. The package should be easy to use. 
3. Computations with the package should run at optimal speed. 
4. Easy input and output should be favored. 
5. The package should require minimal computer storage. 
6. The package should be portable between different types of computer. 

There may be other factors in addition to the ones listed above that the reader 
might wish to consider. 

Unfortunately, all the virtues of an ideal multiple-precision package cannot 
possibly be attained simultaneously. If, for instance, high speed is desirable, then 
the package must be programmed in machine language (or assembly language, 
which is machine language with mnemonic instruction codes and some additional 
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options) in order to achieve the required speed. But in that case all the peculiarities 
ofthe computer's built-in arithmetic have to be taken into account, complicating the 
programming considerably.-It is obvious that we cannot, in the space available 
here, discuss all aspects of multiple-precision arithmetic, but have to limit ourselves 
to providing just a few clues as to how it can be implemented. 

How to Store Multi-Precise Integers 

Since the essence of multiple-precision arithmetic is to work with numbers that 
cannot be stored in one computer word, a multi-precise integer has to be stored as 
a one-dimensional (or linear) array. Further, because the integers occurring in a 
particular computation mostly are of various sizes it is practical to build a package 
that allows for integers of various lengths. It certainly saves storage not having to 
occupy memory space for the maximal allowable length of every number occurring 
in the computation and, generally, also saves computing time, since a full-length 
computation on a number preceded by one or more zero words is inefficient. Thus 
unless some very special computation, requiring all intermediate results to be of 
approximately the same size, is needed, a package allowing variable size integers 
is strongly recommended. However, with such an approach, some information 
about how many components (computer words) k each number occupies, must 
also be stored. Thus, if the number a is stored in a [0: k], then it is suitable to 
store k or sign(a) x k in a [0]. (Note that if using a computer with negative 
integers stored as (21 - I)-complements of the corresponding positive integers­
so-called complementary arithmetic using the radix B = 21-then the minus sign 
of a negative integer may be stored in the sign position of every component, with 
no need for storing it also in a [0]. However, even in this case, it can be practical 
to keep the sign in a [0] as well!) 

The representation, in which positive integers are stored in the components 
of a and in which the sign is attached to a [0] only, will be termed sign arithmetic. 
The number of components in sign arithmetic can be obtained simply by evaluating 
abs (a [0] ), where the number 0 is held just as a [0] : =O.-Jf the number N is 
stored, its components are the digits of the number N in an enumeration system to 
some radix B: 

k 

N " B;-I =~a; . (A9.1) 
;=1 

The radix B may be any integer up to the limit for single-precision integers (or for 
those single-precision reals which can be stored exactly, if the computer's built-in 
floating-point arithmetic is to be used.) In assembly code, B is usually precisely 
this limit 21, where t + I is the number of bits in one computer word (or where 
t is the number of bits in the mantissa of a floating-point number). In multiple­
precision packages written in a high-level language, B may be chosen as some 
power of 10 or in some other way, depending on the application.-The order in 
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which the components are stored does not really matter much, but the author has 
found some advantage in using the arrangement indicated in (A9.1), storing the 
least significant B -digit first, i.e. in a [1]. The advantage of using this order is 
that it becomes easy to compute certain frequently occurring expressions such as 
N mod 8, if N =f:. O. This is simply a [1] MOD 8 or sign (a [0]) *a [1] MOD 8 
(depending upon how the sign of N is stored), as long as the radix B is divisible 
by 8.-Having introduced variable-length integers, it is of course advantageous to 
use dynamic arrays whenever possible. 

Addition and Subtraction of Multi-Precise Integers 

The addition and subtraction of mUlti-precise integers is almost self-evident. In 
complementary arithmetic (and assembly code), to add or subtract the numbers 
stored in a [0: k] and b [0: 1] , simply add or subtract the corresponding compo­
nents a [i] and b [i] for i: =1, ... ,min(k, 1), and take care of the overflow 
between successive components. The addition of all the carry digits could in fact 
induce new overflows, but the addition of these second order carry digits can never 
cause a third overflow.-Because of possible overflow in the leading component 
you must also allow for one component extra in the result c = a ± b; thus c should 
be declared as c [0 :max(k, 1)+1]. 

In order to compute c = a ± b in sign arithmetic you must first verify which 
of the three possible values lal + Ibl,lal-lbl or Ibl-Ial it is that equals Icl. After 
this the computation can proceed as above, performed on the appropriate one of 
these three expressions. Finally, the correct sign has to be given c. 

Reduction in Length of Multi-Precise Integers 

The result of an addition or a subtraction may need less space than the largest 
number involved, for example (1016 + 1) + (_1016) = I, thus allowing for the 
result of the operation to be stored in fewer components than max(k,l) + 1. The 
reduction to fewer components is easily performed by repeatedly checking whether 
the final component equals zero and, if this happens, reducing c [0] by 1 as shown 
by the following program fragment: 

m:=abs(c[O]) ; 

WHILE (m>O) AND (c[m]=O) DO m:=m-1j 

c[O] :=sign(c[O])*mj 

Multiplication of Multi-Precise Integers 

The multiplication of multi-precise integers is slightly more complicated than 
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addition or subtraction. The logically simplest way of multiplying two radix-B 
numbers 

m 

M = La;B;-1 
;=1 

/I 

and N = LbjBj-1 
j=1 

(A9.2) 

is to consider M and N as the values M(B) and N(B), respectively, of the following 
two polynomials: 

m 

M(x) = La;x;-I 
;=1 

/I 

and N(x) = L bjx j - I . 
j=1 

Then apply the usual (Cauchy-)multiplication formula for polynomials 

m+/I-! 

M(x)N(x) = P(x) = L Ckxk- I , 
k=1 

where 
Ck = La;bk+I_;, k = 1,2, ... , m + n - I, 

subject to the conditions that 

1 ~ i ~ m and 1 ~ k + I - i ~ n. 

(A9.3) 

(A9.4) 

(A9.S) 

Subsequently put x = B. This yields the components of the product M . N, except 
in the case when Ck ~ B, when Ck has to be written in the form Ck = Q. B + Ct. 
and Q must be transferred as an overflow to the next (higher) radix-B digit Ck+I. 

The accumulation of the sum of products for Ck in (A9.4) is performed by the 
following program loop: 

c[k] :=0; 
FOR i:=max(l,k+l-n) TO min(k,m) DO c[k]:=c[k]+a[i]*b[k+l-i]; 

There are. however. two problems involved in this computation. First. each 
product is a double-precision integer.· so that either B must be chosen below the 
square root of the upper limit for integers, or a section of assembly code. taking 
care of the double-length product generated by the computer's hardware, must be 
incorporated.-The second problem is the overflow which may occur due to the 
addition of the products in (A9.4). This necessitates the accumulation of the Ck'S 

as triple length integers. all of which are finally used in establishing the result 
M· N. Next. in order not to render our description of the situation too abstract, we 
demonstrate all this in an 

Example. Suppose you have a microcomputer allowing integers in the range 
-32768 ~ N ~ 32767. and that you choose B = 10000 and sign arithmetic. Then 
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you need to store large integers in units of 4 decimal digits, e.g. M = 123456789 
will be stored as 

a[O]:=3; a[ 1] :=6789; a[2] :=2345; a[3] :=1; 

and N = 87654321 in the form 

b[O] :=2; b[l] :=4321; b[2]:=8765; 

1 23 45 67 89 
87 65 43 21 

18 69 21·89 

14 07 21·67 
38 27 43·89 

9 45 21-45 
28 81 43·67 
57 85 65·89 

4 83 21·23 
19 35 43-45 
43 55 65·67 
77 43 87·89 

21 21·1 
9 89 43·23 

29 25 65·45 
58 29 87·67 

43 43·1 
14 95 65·23 
39 15 87·45 

65 65·1 
20 01 87·23 

87 87·1 

1 08 21 52 10 12 63 52 69 

In order to form M . N using single precision arithmetic only, we first split 
the components of M and N into 2-digit numbers, corresponding to B = 100. M 
will then (temporarily for the multiplication) be stored as 

aa[O]:= 5; aa[1]:=89; aa[2]:=67; aa[3]:=45; aa[4]:=23; 
aa[5]:= 1; 

and N as 

bb[O]:= 4; bb[l] :=21; bb[2]:=43; bb[3]:=65; bb[4] :=87; 
The calculation of the products of the radix-B digits, one from M and one from 
N, is then carried out in much the same way as in the usual algorithm for the 
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multiplication of two integers using pencil and paper. Only the order by which 
these products are formed differs, as is shown on the previous page.-In the last 
line the products have been added in their appropriate positions, and the carry 
digits taken care of, exactly as in the ordinary pencil-and-paper method.-Finally, 
the result is assembled in the form 

c[0]:=5; c[1]:=5269; c[2]:=1263; c[3] :=5210; 
c[4]:=821; c[5]:=1; 

Division of Multi-Precise Integers 

Division is by far the most complicated of the four elementary operations. We 
shall only sketch how the division of two multi-precise integers M and N can be 
effected. 

Just as when dividing two integers by ordinary pencil-and-paper arithmetic, 
a provisory quotient q ~ M / N is set up yielding the beginning of the full quotient 
Q. A reduced numerator M' = M - N . q is then formed and a new provisory 
quotient q' ~ M' / N, giving more digits of Q, is calculated, etc., until the number 
M has been exhausted. The main problem involved is to accomplish all this in 
such a manner that every conceivable case is covered by the algorithm used. Here 
are some hints on how to achieve this: 

1. Divide only positive integers, even if you are using complementary arithmetic 
elsewhere. 

2. The provisory quotient could be formed as a Em] DIV b [n]. However, if a Em] 
and/or b En] has only a few digits, then the approximation of the first digits 
of Q will generally be poor. Using the computer's built-in floating-point 
arithmetic, use instead the approximation 

amB +am-l 

b"B + b,,_l 

(Note that appropriate conversions from INTEGER TYPE variables to REAL 
TYPE variables may first have to be explicitly made. Moreover, it must be 
verified that both M and N have at least two components before the above 
expression is formed.) 

3. In order to secure that the algorithm always operates with positive integers, 
be sure to always round off a provisory quotient downward. 

4. M' = M - N . q can be constructed by means of the multiplication and 
addition/subtraction routines of the package or, if higher efficiency is desired, 
by writing a portion of code taking care of the reduction of M. 

5. Next, check whether M' < N, in which case the division is complete. If not, 
return to step 2 above and calculate a new provisory quotient. Because of the 
downward roundings, it may occasionally happen that q becomes 0 instead 
of 1. In that case, reduce M' to M' - N· BU, and add BU to Q. (The factor 
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B U corresponds to that position in the final quotient Q, where the provisory 
quotient should be added.) 

Input and Output of Multi-Precise Integers 

Since in- and output invariably take only a small portion of computing time in 
applications of mUlti-precision arithmetic, it does not really matter if they are 
slightly inefficient. In the case where sign arithmetic has been chosen with a radix 
B = 10.., the routines for in- and output are very simple indeed, involving only 
the reading or printing of the components of a vector (in reverse order), using the 
lIO-instructions of the computer's ordinary software. If, however, a little neater 
printout is preferred, check whether any components (after the most significant 
one has been printed) are < lOS-I, in which case you may print the required zeros 
before the usual printing instruction is applied to print the digits of the component. 

A Complete Package For Multiple-Precision Arithmetic 

In order to give the reader at least some opportunity of trying computations with 
large numbers on his computer. we provide here a complete package in sign arith­
metic. written in PASCAL. Since PASCAL lacks dynamic arrays, every array must 
be assigned a fixed length, called vsize in the package. corresponding to the max­
imal length of the integers occurring in the computation at hand. The package 
will allow for integers of at most vsize components to be processed. However, 
the value of the constant vsize can easily be changed by the reader. if necessary, 
in which case the constant 1 vsize, which has to be twice vsize, should also be 
adjusted. 

The radix B must be a power of 1 ~O, and less than half the value of the largest 
integer allowed by the computer's fixed-point arithmetic. The radix B as well as all 
the constants dependent upon B are computed by the program from the key value 
sqrtB, which is .,fB and has to be supplied in the list of constants. 

The following PASCAL program includes the Multiple-Precision Package in 
the context of a complete computer program which tests all the procedures of the 
package on a few very simple cases: 

PROGRAM MultiplePrecisionPackage(Input,Output); 
{Tests the procedures in the Package} 
LABEL 1,2; 
CONST sqrtB=100000; vsize=20; Ivsize=40; 
TYPE vector ARRAY[O .. vsize] OF INTEGER; 

string PACKED ARRAY[l .. 8] OF CHAR; 
VAR a,b,c,d 

Base,B1,B101 
vector; 
INTEGER; 
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FUNCTION sign(x : INTEGER) : INTEGER; 
BEGIN IF x=O THEN sign := 0 ELSE sign := abs(x) DIV x 
END {function sign}; 

PROCEDURE putin(txt : string; VAR a : vector); 
{Prints a text string of 8 characters and reads one 

multiple-precision integer which is stored in a} 
VAR aO,m,i : INTEGER; 

BEGIN write(txt); read(aO); m:=abs(aO); a[O] :=aO; 
FOR i:=m DOWNTO 1 DO read(a[i]); 

END {procedure putin}; 

PROCEDURE putout(txt : string; VAR a : vector); 
{Prints a text string of 8 characters followed by one 

multiple-precision integer a} 
CONST 1=0.434294481 {const=1/1n(10)}; 
VAR aO,i,j,s,sa,t,u,v : INTEGER; 

BEGIN write(txt); aO:=a[O]; sa:=sign(aO); aO:=abs(aO); 
IF sa<O THEN write('-') ELSE write(' '); 
v:=trunc(1*ln(Base)+0.5) {v is the number of digits 

allowed in each component of a}; 
IF aO=O THEN write(O:v) ELSE 

BEGIN write (a[aO] :v); 
FOR i:=aO-1 DOWNTO 1 DO BEGIN t:=a[i]; 

IF t=O THEN s:=1 ELSE 
IF t=B101 THEN s:=v-1 ELSE 
IF t>=Base DIV 10 THEN s:=v ELSE 
s:=trunc(1+1*ln(t»; 

u:=v-s; write(' '); 
FOR j:=1 TO u DO write('O'); 
write(t:s) END END; 

writeln(") END {procedure putout}; 

PROCEDURE red(VAR c : vector); 
{Reduces a multiple-precision integer to standard form 

in call of procedure addsub} 
VAR cO,s,i,j : INTEGER; 

BEGIN cO:=c[O]; s:=sign(cO); cO:=abs(cO); c[cO+l] :=0; 
WHILE (cO>O) AND (c[cO]=O) DO cO:=cO-1; 
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{Here the leading zeros of c are removed} 
IF c[cO]<O THEN FOR i:=O TO cO DO cEil :=-c[i]; 

FOR j:=l TO 2 DO BEGIN 
FOR i:=l TO cO DO BEGIN IF c[i]>=Base 

THEN BEGIN c[i+1]:=c[i+1]+1; c[i]:=c[i]-Base END 
ELSE IF c[i]<O THEN BEGIN 
c[i+1]:=c[i+1]-1; c[i]:=c[i]+Base END END END; 

cO:=cO+1; WHILE (cO>O) AND (c[cO]=O) DO cO:=cO-1; 
c[O]:=sign(c[O])*cO 

END {procedure red}; 

PROCEDURE let(VAR a : vector; b : vector); 
{Puts a:=b for multiple-precision integers a and b} 
VAR s,i : INTEGER; 

BEGIN s:=abs(b[O]); 
FOR i:=O TO s DO a[i]:=b[i] 

END {procedure let}; 

PROCEDURE addsub(a,b:vector; sgn:INTEGER; VAR c:vector); 
{With a=sign(a[O])*sum a[i]*B~(i-1), 

b=sign(b[O])*sum b[j]*B~(j-1), and sgn=+l or -1, 
c:=a+sgn*b. c may be one of a or b} 

VAR sa,sb,q,r,max,min,i,s : INTEGER; 

BEGIN sa:=a[O]; sb:=b[O]*sgn; q:=abs(sa); max:=q; 
r:=abs(sb); min:=r; 
IF min>max THEN BEGIN max:=r; min:=q END; 
s:=sign(sa)*sign(sb); 
FOR i:=l TO min DO c[i]:=a[i]+s*b[i]; 
FOR i:=min+1 TO max DO 

IF max=q THEN c[i]:=a[i] ELSE c[i]:=s*b[i); 
cEO] :=sa; c[max+1]:=0; 
IF sa=O THEN let(c,b); {c:=b in case a=O} 
IF s<>O THEN c[O]:=max*sign(sa); 
{Here the components of c may be >B or <OJ 

red(c) END {procedure addsub}; 

PROCEDURE mul(a,b : vector; VAR c : vector); 
{Computes c:=a*b for multiple-precision integers. 

c may be one of a or b} 
TYPE vector = ARRAY[O .. vsize] OF INTEGER; 

longvector = ARRAY[O .. lvsize] OF INTEGER; 
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VAR aa.bb : vector; 
cc longvector; 
m.n.p.sa.sb.sc.i.k.s.m2.n2.p2.m21.n21.mn : INTEGER; 

BEGIN m:=a[O]; sa:=sign(m); m:=abs(m); n:=b[O]j 
sb:=sign(n)j n:=abs(n); p:=m+nj sc:=sa*sbj m2:=m*2j 
n2:=n*2j p2:=p*2j m21:=m2-1j n21:=n2-1j mn:=m2+n21j 
FOR i:=l TO m DO BEGIN s:=a[i] j aa[2*i]:=s DIV sqrtBj 
aa[2*i-1] :=s MOD sqrtB ENDj 

FOR i:=l TO n DO BEGIN s:=b[i]j bb[2*i] :=s DIV sqrtBj 
bb[2*i-1]:=s MOD sqrtB ENDj 

FOR i:=O TO Ivsize DO cc[i] :=OJ 
IF m<=n THEN 

BEGIN 
FOR i:=l TO m21 DO BEGIN s:=O; 

FOR k:=l TO i DO BEGIN s:=s+aa[k]*bb[i+1-k] j 
IF s>=Base THEN BEGIN s:=s-Basej cc[i+2] :=cc[i+2]+lj 

END 
END; cc[i]:=cc[i]+s END; 

FOR i:=m2 TO n2 DO BEGIN s:=O; 
FOR k:=l TO m2 DO BEGIN s:=s+aa[k]*bb[i+1-k]; 

IF s>=Base THEN BEGIN s:=s-Base; cc[i+2]:=cc[i+2]+lj 
END 

END; cc[i]:=cc[i]+s ENDj 

FOR i:=n2+1 TO mn DO BEGIN s:=Oj 
FOR k:=i-n21 TO m2 DO BEGIN s:=s+aa[k]*bb[i+1-k]j 

IF s>=Base THEN BEGIN s:=s-Basej cc[i+2]:=cc[i+2]+lj 
END 

ENDj cc[i]:=cc[i]+s ENDj 
END 

ELSE BEGIN 
FOR i:=l TO n21 DO BEGIN s:=Oj 

FOR k:=l TO i DO BEGIN s:=s+bb[k]*aa[i+1-k]j 
IF s>=Base THEN BEGIN s:=s-Basej cc[i+2]:=cc[i+2]+lj 

END 
ENDj cc[i]:=cc[i]+s ENDj 

FOR i:=n2 TO m2 DO BEGIN s:=Oj 
FOR k:=l TO n2 DO BEGIN s:=s+bb[k]*aa[i+1-k]j 

IF s>=Base THEN BEGIN s:=s-Basej cc[i+2] :=cc[i+2]+lj 
END 
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END; cc[i):=cc[i)+s END; 

FOR i:=m2+1 TO mn DO BEGIN s:=O; 
FOR k:=i-m21 TO n2 DO BEGIN s:=s+bb[k)*aa[i+1-k); 
IF s>=Base THEN BEGIN s:=s-Base; cc[i+2):=cc[i+2)+1; 

END 
END; cc[i]:=cc[i]+s END: 

END; 

FOR i:=1 TO p2 DO BEGIN cc[i+1):=cc[i+1)+cc[i) DIV sqrtB; 
cc[i) :=cc[i] mod sqrtB END; 

FOR i:=1 TO p DO c[i):=cc[2*i-1)+sqrtB*cc[2*i); 
IF c[p]=O THEN p:=p-1; c[O):=p*sc 

END {procedure mUll; 

PROCEDURE quot(a,b : vector; VAR q,r : vector); 
{Computes q and r satisfying a=b*q+r, O<=r<b for multiple 

precision integers a and b. r may be ei the,r of a or b} 
LABEL 1,2,3; 
TYPE vector = ARRAY[O .. vsize] OF INTEGER; 
VAR one,qk,aa,bb,cc,qq vector; 

m,n,s,t,i,j,k,1,p,t1,j1,sa,sb,u INTEGER; 
ar,br,qr REAL; 

BEGIN FOR i:=O TO vsize DO qq[i]:=O; m:=a[O); n:=b[O]; 
sa:=sign(m); sb:=sign(n); s:=abs(m); t:=abs(n); 1:=s-t+1; 
IF 1<=0 THEN 1:=1; 
IF s<t THEN u:=t ELSE u:=s; 
IF n=O THEN BEGIN 
writeln( 'Division by zero attempted in quot;'); 
1:=0; GOTO 3 END; 

one [0] :=1; one[l] :=1; qk[O) :=1; t1:=t+1; b[O) :=t; 
let(aa,a): aa[O):=s; 
IF t=1 THEN br:=b[l] ELSE br:=b[t]+b[t-l]/Base; 
{Here br := the leading part of b} 

1: IF s<t THEN GOTO 3; 
IF s=t THEN BEGIN 
addsub(aa,b,-1,cc); IF cc[O)<O THEN GOTO 3 END; 

j :=aa[O)-t; 
IF s<=1 THEN ar:=aa[s] ELSE ar:=aa[s)+aa[s-l]/Base; 
{Here ar := the leading part of a} 

qr:=ar/br; {qr := the approximate quotient alb} 
IF (qr<1) AND (j=O) THEN GOTO 3 ELSE 
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IF qr<l THEN BEGIN qr:=qr*Base; j:=j-l; 
IF qr<l THEN qr:=l END; 

k:=trunc(qr); qk[l]:=k; qq[j+l] :=qq[j+l]+k; 
2: mul(qk,b,bb); FOR i:=tl DOWNTO 1 DO bb[i+j]:=bb[i]; 

FOR i:=l TO j DO bb[i] :=0; 
bb[O] :=bb[O]+j; addsub(aa,bb,-l,cc); s:=cc[O]; p:=s; 
IF p<O THEN 

BEGIN qk[l]:=qk[l]-l; qq[j+l]:=qq[j+l]-l; 
IF qk [1] =0 THEN 

BEGIN qk[l] :=Bl; qq[j]:=qq[j]+qk[l]; j:=j-l END; 
GOTD 2 END; 

FOR i:=O TO p DO aa[i] :=cc[i]; GOTO 1; 

3: b[O]:=n; IF qq[l]=O THEN 1:=1-1; 
qq[O] :=l*sa*sb; let(q,qq); 
IF 1=0 THEN aa[O]:=m ELSE aa[O]:=aa[O]*sa*sb; 
IF (sa*sb<O) AND (aa[O]<>O) THEN BEGIN 
addsub(q,one,-l,q); addsub(aa,b,sb,aa) END; 

let(r,aa) END {procedure quot}; 

PROCEDURE Euclid(a,b : vector; VAR d : vector); 
{Computes d=GCD(a,b) for multiple-precision integers 

with Euclid's algorithm} 
TYPE vector = ARRAY[O .. vsize] OF INTEGER; 
VAR aa,bb,q,r vector; 

aO,bO,i,rO,aaO,bbO : INTEGER; 

BEGIN aO:=abs(a[O]); bO:=abs(b[O]); 
let(aa,a); aa[O] :=aO; let(bb,b); bb[O] :=bO; 

WHILE bb[O]>O DO 
BEGIN quot(aa,bb,q,r); let(aa,bb); let(bb,r) END; 

let(d,aa) 
END {procedure Euclid}; 

PROCEDURE apowerb(a,b,n vector; VAR r : vector); 
{Computes r = a-b (mod n) for multiple-precision 

integers, b>O} 
LABEL 1; 
TYPE vector = ARRAY[O .. vsize] OF INTEGER; 
VAR two,par,aa,bb,p,s,gb : vector; 

BEGIN prO] :=1; p[l] :=1; two [0] :=1; two[l] :=2; let(bb,b); 
IF bb[O]<=O THEN BEGIN 
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Yriteln('b<=O attempted in apoyerb'); GOTO 1 END; 
quot(a,n,gb,aa); WHILE bb[O]>O DO 

BEGIN quot(bb,tyo,gb,par); let(bb,gb); 
IF par[O]=l THEN BEGIN mul(aa,p,s); quot(s,n,gb,p) END; 
mul(aa,aa,s); quot(s,n,gb,aa) END; 

let(r,p); 
1: END {procedure apoyerb}; 

BEGIN {The test program for the package startfl here} 
Base:=sqr(sqrtB); Bl:=Base-l; BI0l:=Base DIV 10-1; 
Yriteln('Base=10~',trune(0.434294481*ln(Base)+0.5):2); 

1: putin('Give a: ',a); putin('Give b: ',b); 
IF (a[O]=O) AND (b[O]=O) THEN GOTO 2; 
addsub(a,b,l,e); putout('a+b = ',c); 
addsub(a,b,-l,e); putout('a-b = ',c); 
mul(a,b,e); putout('a*b = ',c); 
quot(a,b,e,d); putout('a/b = ',c); 
putout('remainder=' ,d); Euelid(a,b,e); 
putout('GCD(a,b)=' ,c); 
putin('Give e: ',c); apoYerb(a,b,e,d); 
putout('a~b (e)=',d); 
GOTO 1; 

2: END. 

A Computer Program for Pollard's rho Method 

As an example of the use of our multiple-precision package, we shall now modify 
the program supplied on p. 180 for Pollard's rho method so that N can be a multi­
precise integer. 

PROGRAM MultiPollard 
{Searches for factors yith Pollard's rho method} 
(Input, Output) ; 
LABEL 1; 
CONST sqrtB=100000; vsize=10; lvsize=20; 
TYPE vector = ARRAY[O .. vsize] OF INTEGER; 

string = PACKED ARRAY[l .. 8] OF CHAR; 
VAR a,xl,x,y,Q,N,z,Y,p 

i,Base,Bl,B10l 
vector; 

: INTEGER; 

FUNCTION sign(x : INTEGER) : INTEGER; 
BEGIN IF x=O THEN sign := 0 ELSE sign := abs(x) div x 

355 



MULTIPLE-PRECISION ARITHMETIC 

END {sign}; 

1: END {apowerb}; 

BEGIN Base:=sqr(sqrtB); Bl:=Base-l; Bl0l:=Base DIV 10-1; 
{Pollard's method begins here} 
putin('Give a: ',a); putin(Give xl:',xl); let(x,xl); 
let(y,xl); Q[O):=l; Q[l):=l; putin('Give N: ',N); 

FOR i:=l TO 10000 DO BEGIN 
mul(x,x,z); addsub(z,a,-l,z); quot(z,N,w,x); 
{x:=x~2-a mod N} 

mul(y,y,z); addsub(z,a,-l,z); quot(z,N,w,y); 
{y:=y~2-a mod N} 

mul(y,y,z); addsub(z,a,-l,z); quot(z,N,w,y); 
{y:=y~2-a mod N} 

addsub(y,x,-l,z); mul(Q,z,Q); quot(Q,N,w,Q); 
{Q:=Q*(y-x)mod N} 

IF i MOD 20 = 0 THEN 
BEGIN Euclid(Q,N,p); 

IF «p[O]=l) AND (p[l]>l» OR (p[O]>l) THEN 
BEGIN quot(N,p,z,w); IF w[O]=O THEN 

BEGIN putout('factor= ',p); 
writeln(' discovered for i=',i:5); 

{Here a factor of N is found and divided out} 
let(N,z); IF (N[O]=l) AND (N[l]=l) THEN GOTO 1 

END 
END 

END 
END; 
writeln('No factor discovered in 10000 cycles!'); 

1: END. 

Exercise A9.1. Multiple-precision computations. Adapt the multiple-precision package 
above to your computer. Use it in a factorization program including computation of N = 

an ± bn, a, band n parameters, division of N by a given factor, one of the probable prime 
tests mentioned in Definition 4.4 on p. 92, Pollard's rho method, and search for small factors 
by trial division. Write the program in such a form that it is easy to maintain a dialogue, 
choosing one option or another from a menu. Use your program to factorize some numbers 
of reasonable size, depending on the number crunching power of your computer. Test values 
can be found in Tables 7-21. 
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FAST MULTIPLICATION OF LARGE INTEGERS 

The Ordinary Multiplication Algorithm 

In Appendix 9 we have described the most frequently used algorithm for multipli­
cation of integers M and N which are so large that multiple precision arithmetic 
is required. In this algorithm the numbers M and N are first written in a radix 
system with a suitable radix B and are then multiplied according to the following 
formula for multiplication of numbers to radix B. This is essentially the formula 
for multiplication of two polynomials of one variable B: 

m n m+n-I 

M· N = Lai Bi- 1 LbjBj-1 = L CkB'~-I, (AIO.I) 
i=1 j=1 k=1 

where the "radix-B digit" is 

Ck = La;bk+I-;, k = 1,2, ... , m +n --1. (AID.2) 

A minor modification has to be made in order to allow for "overflow" between 
adjacent digits as soon as some digit exceeds B-1 in size. The summation index 
i has to be varied in such a way that the following relationships always hold: 

1 ~ i ~ m and 1 ~ k + 1 - i ~ n. (AID.3) 

These conditions ensure that all the a; 's and bj's used in (A 1 0.2) do exist. The 
radix B is usually chosen in such a way that any integers ~ B-1, which are the 
digits to radix B, can be stored in one computer word. Hence the total number 
of "elementary operations" to perform the multiplication of M and N, i.e., the 
number of computer multiplications and additions, is proportional to m . n ~ 
10gB M . 10gB N. If both numbers are of approximately the same size N then the 
number of elementary operations and thus also the execution time in a computer 
for this algorithm, will be 

(AID.4) 

At first sight it might seem difficult to improve on the speed of this algorithm. 
However, astonishingly enough, there exist algorithms which work considerably 
faster for very large values of N, namely running in only 

o (log N)I+f (AID.S) 
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elementary steps, where E is any positive number which can be chosen as close to 
zero as we might wish. We shall not go very deep into details here, but only hint 
at some ideas involved in this improvement of the multiplication algorithm. For a 
more detailed account we refer the reader to [1]. 

Double Length Multiplication 

The principles discussed in the preceding subsection would give the formula 

for the ordinary mUltiplication of two double length integers. (With double, triple, 
etc. length integers we mean integers which because of their size must be stored in 
two, three, etc. computer words.) In this formula we see that allfour combinations 
ajbj of components aj from the first integer M and bj from the second integer N 
occur: a2b2, a2b., a.b2, and, finally, a.b •. But there exists anotherformula for the 
right-hand-side of (AlD.6): 

(AlD.7) 

In this formula only three multiplications of numbers to radix B are performed, the 
rest is just simple additions in different positions of the products formed! In order 
to understand (AlD.7) better let us compare the ordinary multiplication formula 
(AlD.6) with (AlD.7) in an 

Example. Suppose B = 100 and that we have to multiply the two 4-digit numbers 
M = 4711 and N = 6397. By (AlD.6) we first have to compute 

a2b2 = 47 ·63 = 2961 

and then perform the additions 

29 61 
45 59 

6 93 
10 67 

30 13 62 67 

In a general case, we need four multiplications and four additions of two-digit 
numbers plus the adding of overflow, should any overflow occur in the additions. 
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Performing the same multiplication by use of (A 10.7), we have to form only 
three products of two-digit numbers: 

(a2 - al)(b1 - b2) =(47 - 11)(97 - 63) = 36 . 34 = 1224 

Next we have to form 

2961 . 10100 + 1224· 100 + 1067· 101, 

which is done by the following additions: 

29 61 
29 61 
12 24 
10 67 

10 67 

30 13 62 67 

In a general case a computation like this requires three multiplications and eight 
additions of two-digit numbers (plus the adding of possible overflow between 
adjacent digits). 

The reader who is familiar with the execution times on modem computers may 
now ask: Since the multiplication time and the addition time in the computer are 
approximately equal, how can it speed up the algorithm to trade one multiplication 
for four additions? The answer is the following: It is only when addition and 
multiplication of one-word numbers are compared, that the execution times in 
the computer's arithmetic unit are about equal. This has not always been the 
case. Because the multiplication algorithm used in a computer's hardware is 
more complicated than the addition algorithm, in the early computers, there was 
a very marked difference in these two execution times, one multiplication then 
taking between 5 and 10 times as long as one addition. Because it was felt that 
multiplication was too slow as compared to addition, extra hardware was added 
to speed it up. And this is why multiplications run as fast as additions on modem 
computers.-But if multiple precision integers are considered, then the ordinary 
multiplication algorithm is much slower than the obvious addition algorithm for 
multi-precise integers, so in such a case the trade of one mUltiplication for four 
additions pays off well! (The reader may easily convince himself of this fact by 
performing some multiplication of eight-digit numbers such as 

12345678·98765432 
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by the two methods discussed above, and actually performing the multiplications 
involved by pencil and paper and not by a hand-held calculator!) 

Recursive Use of Double Length Multiplication Formula 

The significance of formula (AlD.7) lies not in the fact that it might run slightly 
faster than (AlD.6) does on a computer, but that it can be used recursively in the 
case when two very large integers are to be multiplied. In precisely the same 
way as (AW.7) takes care of one double-length multiplication by 3 single-length 
multiplications and some additions, the same formula with B changed to B2, 

(AW.8) 

takes care of one quadruple-length multiplication by performing instead 3 double­
length multiplications and some double-length additions. (Please note that the 
numbers V2B2 + VI and V2B2 + VI denote quadruple length integers, if V2, 
VI, V2 and VI are double-length integers!) Using formula (AIO.8) recursively, 
a multiplication of two very large integers is first replaced by 3 multiplications 
of integers of about half the number of digits, which in turn are replaced by 9 
multiplications of integers of only ! of the length of the original integers and so 
on, plus a lot of additions. 

How fast would this algorithm be? If we don't count the additions at all (this 
makes the argument simpler, and is actually safe when we only want to know the 
asymptotic behaviour of the algorithm, i.e. its speed for very large integers N), we 
find that 

Integers of the size 2k words require 3k computer multiplications. 

But since 
3k = (21og23l = (2k )log2 3 

and 2k is the length in computer words of the numbers to be multiplied, which 
is proportional to log N, we find that the execution time for the recursive use of 
(AW.7) is 

(A 10.9) 

which is considerably better than (AlOA). 
Now, since we have neglected the effect of the larger amount of additions 

occurring in the recursive use of (AW.7), we might expect the gain to be some­
what smaller than the formula shows. But for very large numbers N formula 
(AW.9) holds and the additions affect only the constant hidden in the O-notation 
of (AlO.9). As a result, the break-even point between (AID.9) and (AIDA) is not 
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reached until N is very large. First when numbers of several hundred or even thou­
sands of digits are involved, the more complicated organization for carrying out 
multiplications pays off. Remember that the recursive use of a procedure requires 
much administrative overhead which also costs computing time!-But since the 
very large primes known have tens o/thousands of digits, this technique decidedly 
is favorable in performing Lucas tests on such huge numbers. 

A Recursive Procedure for Squaring Large Integers 

We shall not discuss the use of (AID.7) and (AID.8) in their full generality, but in 
order to give at least some example of how to program the algorithm just discussed, 
we take the slightly simpler case of squaring a large integer. Since this is what 
is needed in the Lucas test of the Mersenne numbers, at the same time it gives a 
glimpse of how these very large primes were found. 

In order to square a very large integer, we first have to find a way to express 
the square in (at most) three smaller squares. This is done simply by putting 
M = N = V2B + VI in (AID.7): 

(A 10. 10) 

Here follows a PASCAL procedure which implements this formula by recursive 
calls: 

PROGRAM Squaretest(Input,Output); 
{Checks out the procedure square} 
CONST sqrtR=100; vsize=33; lvsize=66; 
TYPE vector ARRAY[O .. vsize] OF INTEGER; 

string PACKED ARRAY[l .. 8] OF CHAR; 
VAR a,b : vector; 

Radix,Bl,Bl0l : INTEGER; 

FUNCTION sign(x : INTEGER) : INTEGER; 
BEGIN IF x=O THEN sign := 0 ELSE sign := abs(x) DIV x 
END {sign}; 

{Here the PROCEDUREs putin, putout, red, let, add sub and 
mul from the Multiple Precision Package must be inserted} 

PROCEDURE expand(s : INTEGER; VAR u : vector); 
{Multiplies a multiple precision integer u by Radix-s, s>O} 
V AR uO, i ,k : INTEGER; 

BEGIN uO:=abs(u[O]); 
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FOR i:=l TO uO DO 
BEGIN k:=uO+1-i; u[k+s]:=u[k]; u[k]:=O END; 

FOR i:=uO+1 TO 5 DO u[i]:=O; 
u[O]:=sign(u[O])*(uO+s) 

END {expand}; 

PROCEDURE square(p : vector; VAR q : vector); 
{Computes q=p~2 recursively by using (Bu+v)~2 = 

= u~2*B~2 + [u~2 + (u-v)~2 +v~2]*B + v~2} 
LABEL 1 j 
TYPE vector = ARRAY[O .. vsize] OF INTEGERj 
VAR u,v,z,u2,v2,uv,s 

pO,apO,ap02,i,k 
vectorj 

: INTEGER; 

BEGIN pO:=p[O]j apO:=abs(pO)j IF apO<=l THEN 
BEGIN q[O]:=O; IF apO=l THEN 

BEGIN i:=sqr(p[l]); q[l]:=i MOD Radix; q[2] :=i DIV Radix; 
IF q[2]=O THEN q[O] :=1 ELSE q[O] :=2 END; 

{Here a piece of assembler code should replace the last 
two lines to compute the square of a single-word integer} 
GOTO 1 

END; 
ap02:=(apO+1)DIV 2j p[0]:=ap02; let(v,p); prO] :=pO; 
{Here v has been formed} 

u[0]:=apO-ap02j FOR i:=l TO u[O] DO u[i]:=p[i+ap02]; 
{Here u has been formed} 

square(u,u2); addsub(u,v,-l,z); square(z,uv); 
square(v,v2); addsub(u2,uv,-1,z)j addsub(z,v2,1,s)j 
{Here u~2 - (u-v)~2 + v~2 has been formed} 

expand(ap02,s); expand(2*ap02,u2); 
addsub(u2,v2,1,z); addsub(z,s,l,q); 

1: END {square}; 

BEGIN{Here begins a test program for the procedure square} 
Radix:=sqr(sqrtR); B1:=Radix-1; B101:=Radix DIV 10 - 1; 
writeln('Radix=10~',trunc(0.434294481*ln(Radix)+0.5):2); 

putin('Give a= ',a); WHILE a[O]<>O DO BEGIN 
square(a,b);putout('sqr(a)= ',b);putin('Give a= ',a) END 

END. 

Here a new procedure expand has been written in order to facilitate the 
multiplication of the multiple precision integers occurring in the computation by a 
power of the radix used. This operation is simply performed by adding a number 
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of zero words at the end of the integer in question, which, because of our "the 
other way round" representation, has to be done by inserting these zero words at 
the beginning of the corresponding vector. 

When the procedure Square is called to compute the square of a very large 
integer N, the integer is first split into two parts, U and V. Then Square is called 
again three times for the squaring ofthe smaller integers occurring in (A 10.10). If 
any of these integers is still larger than one computer word, the procedure Square 
is again called three times to perform the squaring of this particular integer and so 
on, until the whole computation is reorganized to contain the squaring of single 
precision integers only and some(!!) additions. In order to keep track of what has 
to be done during this process, key information for each of the procedure calls is 
automatically being stored in the computer. 

The substitution of the squaring of a large integer by three squarings of integers 
of about half the length may be symbolized as shown below. 

In the first of these pictures, the area of the whole square represents the 
amount of computational work that would be needed in order to square an integer 
oflength L by the ordinary mUltiplication algorithm, used in our Multiple Precision 
Package, described in Appendix 9. In the second picture, the integer has been split 
in two equal halves, and now only three of these shorter integers of length L/2 
have to be squared. This is represented by the shaded portion of the second picture. 
Continuing in the same way, we successively arrive at an amount of computational 
labor, corresponding to the shaded portions of the following pictures. The dark 
portions of the squares are thinned out, the further we break down the computation 
into smaller and smaller parts. 

.. l .. 

.. I; .. 1.1 

Figure AlO.1. Fractal structure of recursive squaring. D = 1.585 
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Fractal Structure of Recursive Squaring 

The thinning out of the shaded parts of the squares in the picture is what is called 
a fractal structure. More precisely, it is a self-similar fractal, called a square 
Sierpinski gasket, with inner cut-off. For this concept, see [2]. (The inner cutoff is 
caused by the fact that the splitting into halves is not continued indefinitely, but ends 
when the length has come down to one computer word.) Thefractal dimension that 
characterizes the limiting case of the squares shown is d = log 3/ log 2 = 1.585, 
which is precisely the order of magnitude of the algorithm depicted, according to 
(AlO.9). We thus find the concept of fractal dimension to be at the heart of the 
matter in the study of graphs showing the execution of computational schemes. 

Large Mersenne Primes 

In [3] it is reported that the technique described has been used by David Slowinski 
in his search for large Mersenne primes with the aid of Lucas' Test, Theorem 4.9 
on p. 119. Choosing the radix B = 2n gives the following formula for the square 
ofU=U2 B + UJ: 

U 2 = (22n + 2n)Ui - 2"(UJ - ud + (2" + I)UJ, (AlO.ll) 

used by Slowinski on a CRAY-I computer, which at the time was one of the fastest 
computers built. The high speed of the CRAY computer depends to large extent 
on its organization. It is a so-called vector and pipeline machine, containing an 
arithmetic unit in which 64 identical operations can be performed on 64 items of 
data simultaneously. By this means a speed factor of 64 is gained, assuming that the 
computation at hand can be organized to fit this design. Thus, in such a computer, 
the smallest "unit" to work with, in a multiple-precision arithmetic package, is an 
integer of 64 (or possibly 62) computer words. This concept replaces the single­
word integer used in the assembly code within the PROCEDURE square in the 
program above, and the arithmetic package will employ sections of assembly code 
written to handle such entities. Of course, the entire computation is effected in 
binary arithmetic, which is extremely advantageous because of the simple binary 
structure (ONEs only) of the Mersenne numbers. 
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APPENDIX 11 

THE STIELTJES INTEGRAL 

Introduction 

In this appendix we give a short account of the theory of Riemann-Stieltjes integra­
tion. This concept is a generalization of the familiar theory of Riemann integration 
as extended to integrands with jump discontinuities. Since many of the fundamen­
tal number-theoretic functions, for instance rr(x), exhibit this type of behaviour, 
Riemann-Stieltjes integration is the appropriate tool to apply when such functions 
need to be integrated.-Moreover, it is an elegant little theory, also useful in other 
contexts, mainly because it admits sums to be written in a simple way as integrals. 

Functions With Jump Discontinuities 

A jump is the simplest sort of discontinuity a function can have. A jump discon­
tinuity can be described as follows: At some point Xi the limit when approaching 
Xi from the right, 

lim a(x) = a(xi + 0), 
X->Xi+O 

(All.I) 

and the limit from the left, 

lim a(x) = a(xi - 0), 
x----.x;-o 

(Al1.2) 

both exist, but have different values. The magnitude of the jump is the difference 
between these two limiting values, a(xi + 0) - a (Xi - 0). A very simple example 
of a function with such discontinuities is offered by y = Lx J (the integer part of x), 
which has jumps of size 1 for each integer value of x. The structure of a function 
having only finite jump discontinuities is described by 

Theorem All.I. If the function a(x) has only finite jump discontinuities, then 
a(x) can be written as a sum of two terms 

a(x) = g(x) + w(x). (Al1.3) 

Here g (x) is a continuous function and w (x) a step-function having the same points 
of discontinuity and jumps of the same magnitudes as a (x). 
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Figure AIl.l. a(x) = g(x) + w(x) Figure Al 1.2. Riemann integration 

Proof. The theorem is obvious if we consider fig. A 11.1. All that is needed to 
construct g (x) is to remove each jump of a (x) by a vertical movement of the parts 
of its graph between two adjacent jumps by a distance chosen such that the entire 
jump is spanned. Finally w(x) is given by a(x) - g(x). 

This fundamental theorem provides us with a tool which greatly simplifies the 
calculus offunctions with jump discontinuities. Writing a(x) as g(x) + w(x), in 
order to generalize the differential and integral calculus for continuous functions 
to this slightly more general class, we need only to study how the calculus operates 
on step-functions. 

The Riemann Integral 

Before stating the definition of the Riemann-StieItjes integral. we recollect the 
definition of the somewhat simpler Riemann integral for a continuous function 
f (x), integrated over a finite interval [a, b): 

Divide the given interval into sub-intervals by introducing the points a = 
Xo, XI, X2, ... ,Xn_l, Xn = b, see figure Al1.2. Choose an arbitrary point ~i in the 
sub-interval 

Xi-l :::: ~i:::: Xi, 

and consider the limit 

n 

limLf(~i)~xi' with ~Xi=Xi-Xi-l. 
i=l 

(All A) 

(All.S) 

Here the lengths ~Xi of all the sub-intervals must tend to zero. This expression 
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then converges to Riemann's integral 

b 

/ f(X)dX = lim tf(~i)fl.Xi' 
~XI-+O i=J 

a 

(AIl.6) 

Please note that the limiting value is completely independent of the particular way 
in which the subdivision points are chosen. provided that the lengths of all the sub­
intervals [Xi-J. Xi) tend to zero.-We also remind the reader of the fairly obvious 
generalizations of (A 11.6) to cases where one or both of the limits of integration 
tend to infinity: 

00 x 

/ f(X)dX = lim /f(X)dX, 
x-+oo 

(AIl.7) 

a a 

b b 

j f(X)dX = lim /f(X)dX, 
X-+-oo 

(AIl.8) 

-00 x 

and of the instance when f(x) has but one single point of discontinuity, X = c in 
the interval [a, b): 

b c_ b 

/ f(X)dX = lim jf(X)dX + lim jf(X)dX. 
~ ..... +o ~-++o 

(AIl.9) 

a a 

In case f (x) has a finite number of discontinuities in [a, b), the interval is split 
into sub-intervals, each sub-interval containing but one discontinuity of f(x), and 
(AIl.9) applied to each sub-interval. If each of the resulting limits exists, then 
f(x) is said to be Riemann integrable over the interval [a, b). 

Definition of the Stieltjes Integral 

The Stieltjes integral is a generalization of (AII.9) to integrands of a form other 
than that we have so far considered. Instead of (A 11.5), considc!r the limit 

(AI 1.10) 

with Xi and ~i as in (AIl.5). If a(x) is a differentiable function then, by the 
mean-value theorem, 

(AI 1.1 I) 
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for some suitably chosen ~t within the sub-interval [Xi_I. Xi]. Now. choosing ~i 
in (A 11.5) to be ~t . it follows that the limit (A 11.1 0) converges towards 

b b f f(x)a'(x) dx = f f(x) da(x). (AI 1.12) 

a a 

Note here that even if a(x) is not a differentiable function. the limiting value 
(AI 1.10) will exist. provided that a(x) is continuous and the lengths of all the 
sub-intervals tend to zero. However. in such a case it is not possible in general to 
form a'(x). so that the notation J f(x)da(x) must be retained. 

Next. if a (x) is not continuous but has jumps of magnitude l) Wk at the points of 
discontinuity Xb we mayutilizeTheoremAll.l and writea(x) asg(x)+w(x); that 
is to accumulate all the jumps in the step-function w(x) while g(x) is continuous. 
With this notation (All.lO) becomes 

n n 

lim Lf(~i)(g(Xi)-g(Xi-I»+ lim Lf(~i)(W(Xi)-W(Xi-I»' (All.13) 
~Xi-->O i=1 ~Xi--->O i=1 

The first limit is obviously well-defined and = t f(x) dg(x). as g(x) is assumed 
to be continuous. Calculating the second limiting value. contributions are obtained 
only from those sub-intervals [Xi_I - X;] in which w(x) jumps. Since the jumps 
of w(x) are identical to those of a(x)-which we have assumed to be l)Wk at 
X = Xk-we find that the second limit equals 

L f(~i) l)wk = L f(Xk) l)wb (Al1.l4) 
k k 

if we suppose f (x) to be continuous. Thus in this case the value of the Stieltjes 
integral is found to be 

b b J f(x) da(x) = J f(x) dg(x) + ~ f(Xk) l)Wkt (AI 1.15) 

a a 

where g(x) is the "continuous part" of a(x). and the "step-function part" w(x) of 
f(x) has jumps of sizes l)wk at x = Xk in the interval [a. b]. 

Generalizations of (A 11.15) to an infinite range of integration. and to functions 
f (x) with jump discontinuities. are achieved in a manner completely analogous 
to the corresponding generalizations of the ordinary Riemann integral discussed 
earlier. The only situation to be avoided is when f(x) has a jump at one of the 
points Xkt a point of jump discontinuity for a(x). because in such a case the sum 
(AIl.I4) does not necessarily tend to a limit. 
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If the function a(x) has a jump at either x = a or x = b, then the range of 
integration must be slightly adjusted depending on whether a contribution to the 
integral from the jump is desired or not. If no contribution is required, we write 

b-O 

jf(X)da(X), 

0+0 

b+O 

whereas jf(X)da(X) (AI1.16) 

0-0 

is used, if both jumps are to be included in the evaluation of the integral. 

Examples. 
n+O 

i;;,f(X) = jf(X)dLXJ, 

m-O 

(AI1.17) 

since d [xl equals I for x = m, m + I, ... , n, and is 0 elsewhere. 

00 

~ f(p) = j f(x) d;r(x), 
p pnme 1 

(AI1.18) 

since d;r(x) is I whenever x is a prime p, and is 0 otherwise. 

Rules of Integration for Stieltjes Integral!. 

The simplest rules of integration can be proved in much the same way as in the 
case of ordinary Riemann integrals. Directly from the definition we have 

b c b 

j f(x) da(x) = j f(x) da(x) + j f(x) da(x) (AI1.19) 

o a c 

for any number c between a and b. However, care must be taken if c is a point 
of discontinuity of a(x). The contribution to the integral from such a jump is 
f(c)(a(c + 0) - a(c - 0», and it is important to ensure that this term is neither 
lost nor counted twice when rewriting the integral. This can be achieved by 
avoiding the point c itself as a limit of integration, i.e. to calculate either 

c-O b 

jf(X)da(X) + jf(X)da(X) (AI 1.20) 

a c-O 

or 
c+O b 

jf(X)da(X) + jf(X)da(X) (AI 1.21) 

a c+O 
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Integration by change of variable follows the same formal rule as for Riemann 
integrals, i.e. 

b B 

f f(x) dot (x) = f f(q,(t)) dot(q,(t», (AI 1.22) 

a A 

where the new limits of integration are given by the well-known rules 

q,(A) = a and q,(B) = b, (AI 1.23) 

respectively. 

Integration by Parts of Stieltjes Integrals 

Integration by parts demands a closer scrutiny. Assume that ot (x) does not jump 
at either x = a or x = b. Write, as usual, ot(x) = g(x) + w(x) with g(x) a 
continuous and w(x) a piecewise constant function. Then 

b b b 

f ot(x) df(x) = f g(x) df(x) + f w(x) df(x) = 

a a a 

b XHI 

= fg(X)df(X) + ~Wkfdf(X) = 

a Xt 

b 

= f g(x) df(x) + ~ Wk(f(Xk+1 - f(xd), (AI1.24) 

where, as above, 

a 

k 

Wk = W(Xk +0) = LOw;. 
;=1 

(AII.25) 

Here Wk is the accumulated sum of jumps of ot(x) taken from left to right, i.e., the 
level which the step-function w(x) has attained at x = Xk + O. Adding (Al1.15) 
and (AI 1.24) we have 

b b b b 

f f(x) dot (x) + f ot(X) df(x) = f f(x) dg(x) + f g(x) df(x)+ 

a a a a 

+ L {f(Xk+I)(Wk+1 - Wk) + Wk(f(Xk+I) - f(xd)} = 
k 
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(since telescopic cancellation reduces the sum completely; apart from its first and 
last terms) 

b 

= / d(f(x)g(x» + f(b)w(b) - f(a)w(a) = [f(x)I::r(x) J:. (AI 1.26) 

a 

We therefore conclude that the familiar formula for integration by parts of an 
ordinary Riemann integral 

b b 

/ f(x) da(x) = [f(x)a(x) J: -/ a(x) df(x) (AI 1.27) 

a a 

is valid without any change also for Riemann-Stieltjes integrals. 

In the case when a(x) jumps at x = a and/or x = b, fOlmula (AI 1.27) still 
holds if care is taken to count the contributions from the jumps equally on both 
sides of (AI 1.26). 

Remark. If g(x) is chosen identically 0, then (AI 1.26) yields 

s-I 

L !(Xk+I)(Wk+1 - Wk) = !(xs)ws - !(xo)wo­
k=O 

s-I 

- L wk(f(Xk+I) - !(Xt». 
k~O 

This is Abel's celebrated formula for the partial summation of series. 

The Mean Value Theorem 

(AI 1.28) 

We shall also need the Mean Value Theorem for Stieltjes integrals. We first remind 
the reader of the Mean Value Theorem for ordinary Riemann ilntegrals: 

Theorem All.2. The Mean Value Theorem for Riemann integrals. If f(x) is 
a continuous function and h (x) ::: 0, then 

b b 

/ f(x)h(x)dx = f(~) /h(X)dX, (AI 1.29) 

a a 

where ~ is a number between a and b. 

The Mean Value Theorem is useful when it comes to estimation of an integral 
which is otherwise difficult to evaluate. For Stieltjes integrals this goal is achieved 
by 

371 



THE STIELTJES INTEGRAL 

Theorem All.3. The Mean Value Theorem for Riemann-Stieltjes Integrals. 
If f(x) is a continuous and a(x) a non-decreasing function, then 

b b 

/ f(x)da(x) = f(~) /da(X) = f(~)(a(b) - a(a», (AI 1.30) 

a a 

where ~ again is a number between a and b. 

Proof. Suppose, as is usual in the proof of the Mean Value Theorem, that 
m ::::: f(x) ::::: M in the interval [a, b), where m and M are the lower and upper 
bounds, respectively, of f(x). Since a(x) is supposed to be non-decreasing, all 
the differences a(xi) - a(xi-d in (AI 1.10) are non-negative, and thus 

Summing up all these inequalities for i = 1,2, " . , n and passing to the limit, we 
obtain 

b b b 

m / da(x) ::::: / f(x) da(x) ::::: M / da(x). 

a a a 

Now, since f(x) is continuous we can find a number ~ in [a, b) such that the 
middle term 

b b 

/ f(x) da(x) = f(~) 1 da(x), 

a 

which proves the theorem. 

Applications 

It is much easier to transform integrals by means of the rules of integration than 
it is to carry through the corresponding transformations on sums. Consequently 
a large field of application of Stieltjes integrals is the transformation of various 
sums after having first converted them into integrals by introducing some suitable 
step-function. as done in the case of formulas (A 11.17) and (A 11.18) above. 

Example 1. The famous Euler-Maclaurin summation formula can easily be de­
duced by this technique. We indicate here the first step of the deduction. Starting 
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from (All.17), we find 

n~ n~ n~ 

l;.f(k) = jf(X)dLXJ= jf(X)dX- jf(X)d(X-LXJ)= 

m-O m-O m-O 

n n+O 

= j f(x)dx - jf(X)d (x - LxJ -~) = 
m m-O 

= j f(x)dx - [f(X) (x - LxJ -~) I~: + j (x - LxJ -~) f'(x)dx = 
m m 

n n 

= j f(x)dx + ~f(m) + ~f(n) + j (x - LxJ -~) f'(x)dx. 

m m 

Example 2. We prove a relation between the Riemann zeta-function and Jl"(x). 
Starting from (2.7) and (AI 1.18), we obtain 

00 

In {(s) = - L In(1 - p-S) = - fin(l - x-S) dJl"(x) = 

p 2-0 

00 

= [ - Jl"(X) In(1 - x-S) ]:0 + jJl"(X) d In(l- x-S) = 

2-0 

00 

__ j SJl"(X) dx 
for S > I, 

x(XS - 1) 
2 

since the integrated term vanishes at x = 2 - 0 and at x = 00. 

(All.3l) 

Further examples can be found in the deductions given on p. 44 and on p. 160. 
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THE PRIMES BELOW 12553 

Table 1. The Primes Below 12553 (2-3571) 

2 233 547 877 1229 1597 1993 2371 2749 3187 
3 239 557 881 1231 1601 1997 2377 2753 3191 
5 241 563 883 1237 1607 1999 2381 2767 3203 
7 251 569 887 1249 1609 2003 2383 2777 3209 

11 257 571 907 1259 1613 2011 2389 2789 3217 
13 263 577 911 1277 1619 2017 2393 2791 3221 
17 269 587 919 1279 1621 2027 2399 2797 3229 
19 271 593 929 1283 1627 2029 2411 2801 3251 
23 277 599 937 1289 1637 2039 2417 2803 3253 
29 281 601 941 1291 1657 2053 2423 2819 3257 

31 283 607 947 1297 1663 2063 2437 2833 3259 
37 293 613 953 1301 1667 2069 2441 2837 3271 
41 307 617 967 1303 1669 2081 2447 2843 3299 
43 311 619 971 1307 1693 2083 2459 2851 3301 
47 313 631 977 1319 1697 2087 2467 2857 3307 
53 317 641 983 1321 1699 2089 2473 2861 3313 
59 331 643 991 1327 1709 2099 2477 2879 3319 
61 337 647 997 1361 1721 2111 2503 2887 3323 
67 347 653 1009 1367 1723 2113 2521 2897 3329 
71 349 659 1013 1373 1733 2129 2531 2903 3331 

73 353 661 1019 1381 1741 2131 2539 2909 3343 
79 359 673 1021 1399 1747 2137 2543 2917 3347 
83 367 677 1031 1409 1753 2141 2549 2927 3359 
89 373 683 1033 1423 1759 2143 2551 2939 3361 
97 379 691 1039 1427 1777 2153 2557 2953 3371 

101 383 701 1049 1429 1783 2161 2579 2957 3373 
103 389 709 1051 1433 1787 2179 2591 2963 3389 
107 397 719 1061 1439 1789 2203 2593 2969 3391 
109 401 727 1063 1447 1801 2207 2609 2971 3407 
113 409 733 1069 1451 1811 2213 2617 2999 3413 

127 419 739 1087 1453 1823 2221 2621 3001 3433 
131 421 743 1091 1459 1831 2237 2633 3011 3449 
137 431 751 1093 1471 1847 2239 2647 3019 3457 
139 433 757 1097 1481 1861 2243 2657 3023 3461 
149 439 761 1103 1483 1867 2251 2659 3037 3463 
lSI 443 769 1109 1487 1871 2267 2663 3041 3467 
157 449 773 1117 1489 1873 2269 2671 3049 3469 
163 457 787 1123 1493 1877 2273 2677 3061 3491 
167 461 797 1129 1499 1879 2281 2683 3067 3499 
173 463 809 1151 1511 1889 2287 2687 3079 3511 

179 467 811 1153 1523 1901 2293 2689 3083 3517 
181 479 821 1163 1531 1907 2297 2693 3089 3527 
191 487 823 1171 1543 1913 2309 2699 3109 3529 
193 491 827 1181 1549 1931 2311 2707 3119 3533 
197 499 829 1187 1553 1933 2333 2711 31211 3539 
199 503 839 1193 1559 1949 2339 2713 3137 3541 
211 509 853 1201 1567 1951 2341 2719 3163 3547 
223 521 857 1213 1571 1973 2347 2729 3167 3557 
227 523 859 1217 1579 1979 2351 2731 3169 3559 
229 541 863 1223 1583 1987 2357 2741 3181 3571 
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TABLES 

Table 1. The Primes Below 12553 (3581-7919) 

3581 4001 4421 4861 5281 5701 6143 6577 7001 7507 
3583 4003 4423 4871 5297 5711 6151 6581 7013 7517 
3593 4007 4441 4877 5303 5717 6163 6599 7019 7523 
3607 4013 4447 4889 5309 5737 6173 6607 7027 7529 
3613 4019 4451 4903 5323 5741 6197 6619 7039 7537 
3617 4021 4457 4909 5333 5743 6199 6637 7043 7541 
3623 4027 4463 4919 5347 5749 6203 6653 7057 7547 
3631 4049 4481 4931 5351 5779 6211 6659 7069 7549 
3637 4051 4483 4933 5381 5783 6217 6661 7079 7559 
3643 4057 4493 4937 5387 5791 6221 6673 7103 7561 

3659 4073 4507 4943 5393 5801 6229 6679 7109 7573 
3671 4079 4513 4951 5399 5807 6247 6689 7121 7577 
3673 4091 4517 4957 5407 5813 6257 6691 7127 7583 
3677 4093 4519 4967 5413 5821 6263 6701 7129 7589 
3691 4099 4523 4969 5417 5827 6269 6703 7151 7591 
3697 4111 4547 4973 5419 5839 6271 6709 7159 7603 
3701 4127 4549 4987 5431 5843 6277 6719 7177 7607 
3709 4129 4561 4993 5437 5849 6287 6733 7187 7621 
3719 4133 4567 4999 5441 5851 6299 6737 7193 7639 
3727 4139 4583 5003 5443 5857 6301 6761 7207 7643 

3733 4153 4591 5009 5449 5861 6311 6763 7211 7649 
3739 4157 4597 5011 5471 5867 6317 6779 7213 7669 
3761 4159 4603 5021 5477 5869 6323 6781 7219 7673 
3767 4177 4621 5023 5479 5879 6329 6791 7229 7681 
3769 4201 4637 5039 5483 5881 6337 6793 7237 7687 
3779 4211 4639 5051 5501 5897 6343 6803 7243 7691 
3793 4217 4643 5059 5503 5903 6353 6823 7247 7699 
3797 4219 4649 5077 5507 5923 6359 6827 7253 7703 
3803 4229 4651 5081 5519 5927 6361 6829 7283 7717 
3821 4231 4657 5087 5521 5939 6367 6833 7297 7723 

3823 4241 4663 5099 5527 5953 6373 6841 7307 7727 
3833 4243 4673 5101 5531 5981 6379 6857 7309 7741 
3847 4253 4679 5107 5557 5987 6389 6863 7321 7753 
3851 4259 4691 5113 5563 6007 6397 6869 7331 7757 
3853 4261 4703 5119 5569 6011 6421 6871 7333 7759 
3863 4271 4721 5147 5573 6029 6427 6883 7349 7789 
3877 4273 4723 5153 5581 6037 6449 6899 7351 7793 
3881 4283 4729 5167 5591 6043 6451 6907 7369 7817 
3889 4289 4733 5171 5623 6047 6469 6911 7393 7823 
3907 4297 4751 5179 5639 6053 6473 6917 7411 7829 

3911 4327 4759 5189 5641 6067 6481 6947 7417 7841 
3917 4337 4783 5197 5647 6073 6491 6949 7433 7853 
3919 4339 4787 5209 5651 6079 6521 6959 7451 7867 
3923 4349 4789 5227 5653 6089 6529 6961 7457 7873 
3929 4357 4793 5231 5657 6091 6547 6967 7459 7877 
3931 4363 4799 5233 5659 6101 6551 6971 7477 7879 
3943 4373 4801 5237 5669 6113 6553 6977 7481 7883 
3947 4391 4813 5261 5683 6121 6563 6983 7487 7901 
3967 4397 4817 5273 5689 6131 6569 6991 7489 7907 
3989 4409 4831 5279 5693 6133 6571 6997 7499 7919 
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THE PRIMES BELOW 12553 

Table 1. The Primes Below 12553 (7927-12553) 

7927 8389 8837 9293 9739 10181 10663 11159 11677 12113 
7933 8419 8839 9311 9743 10193 10667 11161 11681 12119 
7937 8423 8849 9319 9749 10211 10687 11171 11689 12143 
7949 8429 8861 9323 9767 10223 10691 11173 11699 12149 
7951 8431 8863 9337 9769 10243 10709 11177 11701 12157 
7963 8443 8867 9341 9781 10247 10711 11197 11717 12161 
7993 8447 8887 9343 9787 10253 10723 11213 11719 12163 
8009 8461 8893 9349 9791 10259 10729 11239 11731 12197 
8011 8467 8923 9371 9803 10267 10733 11243 11743 12203 
8017 8501 8929 9377 9811 10271 10739 11251 11777 12211 

8039 8513 8933 9391 9817 10273 10753 11257 11779 12227 
8053 8521 8941 9397 9829 10289 10771 11261 11783 12239 
8059 8527 8951 9403 9833 10301 10781 11273 11789 12241 
8069 8537 8963 9413 9839 10303 10789 11279 11801 12251 
8081 8539 8969 9419 9851 10313 10799 11287 11807 12253 
8087 8543 8971 9421 9857 10321 10831 11299 11813 12263 
8089 8563 8999 9431 9859 10331 10837 11311 11821 12269 
8093 8573 9001 9433 9871 10333 10847 11317 11827 12277 
8101 8581 9007 9437 9883 10337 10853 11321 11831 12281 
8111 8597 9011 9439 9887 10343 10859 11329 11833 12289 

8117 8599 9013 9461 9901 10357 10861 11351 11839 12301 
8123 8609 9029 9463 9907 10369 10867 11353 11863 12323 
8147 8623 9041 9467 9923 10391 10883 11369 11867 12329 
8161 8627 9043 9473 9929 10399 10889 11383 11887 12343 
8167 8629 9049 9479 9931 10427 10891 11393 11897 12347 
8171 8641 9059 9491 9941 10429 10903 11399 11903 12373 
8179 8647 9067 9497 9949 10433 10909 11411 11909 12377 
8191 8663 9091 9511 9967 10453 10937 11423 11923 12379 
8209 8669 9103 9521 9973 10457 10939 11437 11927 12391 
8219 8677 9109 9533 10007 10459 10949 11443 11933 12401 

8221 8681 9127 9539 10009 10463 10957 11447 11939 12409 
8231 8689 9133 9547 10037 10477 10973 11467 11941 12413 
8233 8693 9137 9551 10039 10487 10979 11471 11953 12421 
8237 8699 9151 9587 10061 10499 10987 11483 11959 12433 
8243 8707 9157 9601 10067 10501 10993 11489 11969 12437 
8263 8713 9161 9613 10069 10513 11003 11491 11971 12451 
8269 8719 9173 9619 10079 10529 11027 11497 11981 12457 
8273 8731 9181 9623 10091 10531 11047 11503 11987 12473 
8287 8737 9187 9629 10093 10559 11057 11519 12007 12479 
8291 8741 9199 9631 10099 10567 11059 11527 12011 12487 

8293 8747 9203 9643 10103 10589 11069 11549 12037 12491 
8297 8753 9209 9649 10111 10597 11071 11551 12041 12497 
8311 8761 9221 9661 10133 10601 11083 11579 12043 12503 
8317 8779 9227 9677 10139 10607 11087 11587 12049 12511 
8329 8783 9239 9679 10141 10613 11093 11593 12071 12517 
8353 8803 9241 9689 10151 10627 11113 11597 12073 12527 
8363 8807 9257 9697 10159 10631 11117 11617 12097 12539 
8369 8819 9277 9719 10163 10639 11119 11621 12101 12541 
8377 8821 9281 9721 10169 10651 11131 11633 12107 12547 
8387 8831 9283 9733 10177 10657 11149 11657 12109 12553 
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TABLES 

Table 2. The Primes Between 10" and 10" + 1000 

HP+ HP+ 1<P+ 1O~ IO~ 104- 104- IO~ IO~ 

3 501 999 3 537 19 747 7 717 
19 511 33 541 79 759 37 721 
43 517 37 547 103 763 39 793 
49 519 39 577 121 769 49 799 
57 523 81 579 139 789 73 801 
69 537 99 589 141 799 81 837 

103 547 117 609 169 813 123 841 
109 549 121 619 189 819 127 853 
129 559 133 621 223 831 193 891 
151 591 151 639 229 849 213 921 

153 609 159 651 247 867 217 937 
169 613 171 667 253 871 223 939 
183 621 183 669 261 873 231 963 
189 649 187 679 271 877 237 969 
193 669 193 691 303 891 259 
207 673 199 697 339 931 267 
213 693 211 721 349 943 279 
237 699 213 723 357 961 357 
267 703 231 763 363 967 379 
271 733 249 777 379 987 393 

279 741 253 793 439 993 399 
291 747 273 829 451 421 
297 769 289 847 453 429 
313 787 291 849 457 463 
333 799 303 859 481 469 
343 801 313 861 511 471 
357 811 333 889 537 493 
361 823 357 907 583 541 
363 829 367 919 591 543 
379 847 381 921 609 561 

391 853 393 931 643 567 
393 907 397 969 651 577 
403 913 403 973 657 609 
411 927 409 981 667 627 
417 931 423 999 687 643 
447 937 427 691 651 
459 943 429 721 661 
469 957 453 723 669 
483 981 457 733 673 
493 987 507 741 687 
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THE PRIMES BETWEEN 10" AND 10" + 1000 

Table 2. The Primes Between 10" and 10" + 1000 

lO'4- 10'4- 101'4- lOl'4- 1014- 1014- 1014- lOI4 101"4- 101~ 

7 829 19 963 3 801 39 37 31 37 
9 861 33 991 19 817 61 51 67 91 

21 871 61 993 57 819 63 99 97 159 
33 891 69 999 63 861 91 129 99 187 
87 901 97 69 901 121 183 133 223 
93 919 103 73 943 163 259 139 241 
97 931 121 91 951 169 267 169 249 

103 933 141 103 177 273 183 259 
123 993 147 129 189 279 261 273 
181 207 171 193 283 357 279 

207 259 183 211 313 367 297 
223 277 193 271 343 403 357 
241 279 211 303 391 423 399 
271 319 223 331 411 469 403 
289 343 237 333 433 487 487 
297 391 253 339 453 493 513 
321 403 283 459 591 541 613 
349 469 319 471 609 601 711 
363 501 363 537 643 643 741 
403 537 367 543 649 657 783 

409 583 379 547 657 709 811 
411 589 393 561 687 721 843 
427 597 403 609 691 753 873 
433 601 411 661 717 777 921 
439 631 417 669 729 807 
447 643 427 721 751 841 
453 649 447 751 759 843 
459 667 487 787 777 861 
483 679 519 789 853 963 
513 711 567 799 883 993 

531 723 579 841 943 
579 741 621 903 957 
607 753 631 921 987 
613 793 637 931 993 
637 799 669 933 
663 807 699 949 
711 877 703 997 
753 883 721 
787 889 739 
801 949 747 
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TABLES 

Table 3. Accuracy of the Approximations lix and R(x) 

x IT(x) li-lT R-lT x IT(x) li-lT R-lT 

10 4 2 1 HP 9,592 38 -5 
20 8 2 0 2· lOS 17,984 52 -2 
30 10 3 0 3· lOS 25,997 90 26 
40 12 4 1 4.105 33,860 63 -8 
50 15 3 0 5· lOS 41,538 68 -8 
60 17 4 0 6.105 49,098 75 -7 
70 19 4 0 7· lOS 56,543 102 14 
80 22 4 0 8.105 63,951 86 -8 
90 24 4 0 9· lOS 71,274 88 -8 

100 25 5 1 106 78,498 130 29 
200 46 4 -1 2.106 148,933 122 -9 
300 62 6 0 3.106 216,816 155 0 
400 78 7 0 4.106 283, 146 206 33 
500 95 7 -1 5.106 348,513 125 -64 
600 109 9 1 6.106 412,849 228 24 
700 125 8 0 7.106 476,648 179 -38 
800 139 9 1 8.106 539,777 223 -6 
900 154 9 0 9.106 602,489 187 -53 

103 168 10 0 107 664,579 339 88 
2.103 303 12 0 2.107 1,270,607 298 -36 
3.103 430 13 0 3.107 1,857,859 354 -41 
4.103 550 15 1 4.107 2,433,654 362 -84 
5.103 669 15 0 5.107 3,001,134 423 -67 
6.103 783 17 1 6.107 3,562,115 568 39 
7.103 900 14 -3 7.107 4, 118,064 521 -44 
8.103 1,007 19 2 8.107 4,669,382 709 III 
9.103 I, 117 20 1 9.107 5,216,954 856 228 

104 1,229 17 -2 108 5,761,455 754 97 
2.104 2,262 27 2 2.108 11,078,937 1,038 153 
3.104 3,245 32 4 3.108 16,252,325 1,084 30 
4.104 4,203 30 -1 4.108 21,336,326 1,052 -141 
5.104 5,133 34 0 5.108 26,355,867 965 -350 
6.104 6,057 26 -9 6.108 31,324,703 1,342 -81 
7.104 6,935 50 13 7.108 36,252,931 1,311 -212 
8.104 7,837 39 0 8.108 41,146, 179 1,683 69 
9.104 8, 713 44 3 9.108 46,009,215 2,434 734 
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ACCURACY OF THE APPROXIMATIONS lix AND R(x) 

Table 3. Accuracy of the Approximations lix and R(x) 

x ;rr(x) Ii x - JT(x) R(x) - JT(X) 

109 50,847,534 1,701 -79 
2.109 98,222,287 3,015 602 
3.109 144,449,537 3, 192 305 
4.109 189,961,812 2, 779 -500 
5.109 234,954,223 4,558 937 
6.109 279,545.368 3,499 -428 
7.109 323,804,352 4,068 -138 
8.109 367,783.654 5,242 778 
9.109 411,523.195 5,059 354 

1010 455,052.511 3,104 -1,828 
2. 1010 882,206.716 8, 163 1,437 
3. 1010 1,300,005.926 10,206 2,134 
4. 1010 l, 711, 955,433 8,699 -490 
5. 1010 2,119,654,578 11,961 1,799 
6. 1010 2,524,038,155 10, 163 -872 
7. 1010 2,925,699,539 10,280 -1,551 
8. 1010 3,325,059,246 12,346 -222 
9. 1010 3,722,428,991 15,271 2,013 

1011 4, 118,054,813 11,588 -2,318 
2. 1011 8,007,105,059 13.345 -5,707 
3. 1011 ll, 818,439, 135 23,767 851 
4. 1011 15,581,005,657 35,814 9,683 
5. 1011 19,308,136, 142 35,586 6,652 
6. 1011 23,007,501,786 30, 192 -1,258 
7. 1011 26,684,074,310 39,428 5,680 
8. 1011 30,341,383,527 34,506 -1,370 
9. 1011 33,981,987,586 45,948 8,083 

1012 37,607,912,018 38,263 -1,476 
2.1012 73,301,896,139 48, 195 -6,432 
3.1012 108,340,298,703 80,927 15,096 
4. 1012 142,966,208,126 61,848 -13,314 
5.1012 177,291,661,649 72, 126 -ll,182 
6. 1012 211, 381,427,039 99.289 8,669 
7.1012 245,277,688,804 110,790 13,484 
8. 1012 279,010,070,811 79,478 -24,020 
9. 1012 312,600,354,108 127,831 18,542 
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TABLES 

Table 3. Accuracy ofthe Approximations Iix and R(x) 

x Jr(x) Ii x - Jr(x) R(x) - Jr(x) 

1013 346,065,536,839 108,971 -5,773 
2. 1013 675,895,909,271 170,356 12, 194 
3 . 1013 1,000,121,668,853 157,353 -33,533 
4. 1013 1,320,811,971,702 221,646 3,483 
5.1013 1,638,923,764,567 253,033 11,037 
6. 1013 1,955,010,428,258 323,908 60,505 
7. 1013 2,269,432,871,304 197,552 -85,431 
8. 1013 2,582,444,113,487 327,644 26,520 
9. 1013 2,894,232,250,783 348,266 30,170 

1014 3,204,941,750,802 314,890 -19,200 
2.1014 6,270,424,651,315 531,925 70,408 
3.1014 9,287,441,600,280 434,926 -122,759 
4.1014 12,273,824,155,491 567,492 -70,423 
5.1014 15,237,833,654,620 812,601 104,541 
6.1014 18,184,255,291,570 530,687 -240,406 
7.1014 21,116,208,911,023 874,392 45,623 
8.1014 24,035,890,368,161 1,084,477 202,253 
9.1014 26,944,926,466,221 I, 179,734 247,489 

1015 29,844,570,422,669 1,052,619 73,218 
2.1015 58,478,215,681,891 1,317,791 -37,631 
3.1015 86,688,602,810,119 1,872,580 233,047 
4.1015 114,630,988,904,000 1,364,039 -512,689 
5.1015 142,377,417,196,364 2,277,608 193,397 
6.1015 169,969,662,554,551 1,886,041 -384,694 
7.1015 197,434,994,078,331 1,297,328 -144,134 
8.1015 224,792,606,318,600 2,727,671 127,929 
9.1015 252,056,733,453,928 1,956,031 -791,857 

1016 279,238,341,033,925 3,214,632 327,052 
2.1016 547,863,431,950,008 3,776,488 -225,875 
3.1016 812,760,276,789,503 4,651,601 -193,899 
4.1016 1,075,292,778,753,150 5,538,861 -10,980 
5.1016 1,336,094,767,763,971 6,977,890 811,655 
6.1016 1,595,534,099,589,274 5,572,837 -1,147,719 
7.1016 1,853,851,099,626,620 8,225,687 997,606 
8.1016 2,111,215,026,220,444 6,208,817 -1,489,898 
9.1016 2,367,751,438,410,550 9,034,988 895,676 
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ACCURACY OF THE APPROXIMATIONS lix AND R(x) 

Table 3. Accuracy of the Approximations Ii x andl R (x ) 

X 1T(X) lix - 1T(X) R(x) - 1T(X) 

1017 2,623,557,157,654,233 7,956,589 -598,255 
2. 1017 5,153,329,362,645,908 10,857,072 -1,016, l34 
3 . 1017 7,650,011,911,275,069 14,538,005 152,863 
4. 1017 10,125,681,208,311,322 19,808,695 3,323,994 
5. 1017 12,585,956,566,571,620 19,070,319 747,495 

1018 24,739,954,287,740,860 21,949,555 -3,501,366 

Bibliography 

1. D. N. Lehmer, List of Prime Numbers From 1 to 10,006,721, Hafner, New York, 1956. 
(Reprint) 

2. D. H. Lehmer, "On the Exact Number of Primes Less Than a Given Limit," Ill. Journ. 
Math. 3 (1959) pp. 381-388. Contains many references to earlier work. 

3. David C. Mapes, "Fast Method for Computing the Number of Primes Less Than a Given 
Limit," Math. Compo 17 (1963) pp. 179-185. 

4. J. C. Lagarias, V. S. MiJler and A. M. Odlyzko, "Computing 1T(X): The Meissel-Lehmer 
Method," Math. Compo 44 (1985) pp. 537-560. 

5. Jan Bohman, "On the Number of Primes Less Than a Given Limit," Nordisk Tidskrift 
for 1nformationsbehandling (B1T) 12 (1972) pp. 576-577. 

383 



TABLES 

Prime Factors of Fermat Numbers 

Fo through F4 are primes. 

F5 through F9, and Fll are completely factored, and their factorizations are 

F5 = 641 . 6700417 (Found by Euler in 1732) 

F6 = 274177 . 67280421310721 (Landry and Le Lasseur in 1880) 

F7 = 59649589127497217·5704689200685129054721 

(Morrison and Brillhart in 1970) 

Fs = 1238926361552897 ·93461639715357977769163558199606-

-89658405123754163818 8580280321 (Brent and Pollard in 1980) 

F9 = 2424833 . 7455602825647884208337395736200454918783366342657· 

. P99 (Western in 1903 and Lenstra and Manasse in 1989) 

Fll = 319489·974849·167988556341760475137· 35 60841906445833920513· 

. P564 (Cunningham in 1899 and Brent in 1988) 

Table 4. Prime Factors p = k . 2" + 1 of Fermat Numbers Fm = 22" + 1 

m k n Factor found by 

10 11131 12 Selfridge in 1953 
395937 14 Brillhart in 1962 

12 7 14 Pervouchine and Lucas in 1877 
397 16 Western in 1903 
973 16 Western in 1903 

11613415 14 Hallyburton and Brillhart in 1974 
76668221077 14 Baillie in 1986 

13 41365885 16 Hallyburton and Brillhart in 1974 
20323554055421 17 Crandall in 1991 

6872386635861 19 Crandall in 1991 
14 composite Selfridge and Hurwitz in 1963 

15 579 21 KraYtchik in 1925 
17753925353 17 Gostin in 1987 

16 1575 19 Selfridge in 1953 
17 59251857 19 Gostin in 1980 
18 13 20 Western in 1903 
19 33629 21 Riesel in 1962 

308385 21 Wrathall in 1963 
20 composite Buell and Young in 1986 
21 534689 23 Wrathall in 1963 
22 composite Crandall et al. in 1993 
23 5 25 Pervouchine in 1878 
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PRIME FACTORS OF FERMAT NUMBERS 

Table 4. Prime Factors p = k· 2n + 1 of Fermat Numbers Fm = 22'" + 1 

m k n Factor found by 

25 48413 29 Wrathall in 1963 
1522849979 27 Gostin in 1985 

16168301139 27 McLaughlin 1987 
26 143165 29 Wrathall in 1963 
27 141015 30 Wrathall in 1963 

430816215 29 Gostin in 1985 
29 1120049 31 Goslin and McLaughlin in 1980 
30 149041 32 Wrathall in 1963 

127589 33 Wrathall in 1963 
32 1479 34 Wrathall in 1963 
36 5 39 Seelhoff in 1886 

3759613 38 Gostin and McLaughlin in 1981 
37 1275438465 39 Gostin in 1991 
38 3 41 Cullen, Cunningham and Western in 1903 

2653 40 Wrathall in 1963 
39 21 41 Robinson in 1956 
42 43485 45 Wrathall in 1963 
52 4119 54 Wrathall in 1963 

21626655 54 Keller in 1982 
55 29 57 Robinson in 1956 
58 95 61 Robinson in 1957 
61 54985063 66 Gostin in 1986 
62 697 64 Shippee in 1977 
63 9 67 Robinson in 1956 
64 17853639 67 Gostin in 1986 
66 7551 69 Shippee in 1977 
71 683 73 Shippee in 1977 
72 76432329 74 Gostin in 1986 
73 5 75 Morehead in 1905 
75 3447431 77 Goslin in 1983 
77 425 79 Robinson and Selfridge in 1957 
81 271 84 Robinson and Selfridge in 1957 
91 1421 93 Shippee in 1977 
93 92341 96 Baillie in 1979 

99 16233 104 Gostin and McLaughlin in 1979 
107 1289179925 III Gostin in 1992 
117 7 120 Robinson in 1956 
122 5234775 124 Gostin in 1986 
125 5 127 Robinson in 1956 
142 8152599 145 Gostin in 1986 
144 17 147 Robinson in 1956 
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TABLES 

Table 4. Prime Factors p = k . 2" + 1 of Fermat Numbers F m = 22" + 1 

m k n Factor found by 

146 37092477 148 Goslin in 1987 
147 3125 149 Goslin and McLaughlin in 1979 

124567335 149 Goslin in 1990 
150 1575 157 Robinson in 1956 

5439 154 Goslin and McLaughlin in 1980 
164 1835601567 167 Goslin in 1993 
178 313047661 180 Goslin in 1991 
184 117012935 187 Goslin in 1990 
201 4845 204 Goslin and McLaughlin in 1980 
205 232905 207 Keller in 1984 
207 3 209 Robinson in 1956 
215 32111 217 Suyama in 1980 
226 15 229 Robinson in 1956 
228 29 231 Robinson in 1956 

232 70899775 236 Goslin in 1991 
250 403 252 Robinson and Selfridge in 1957 
251 85801657 254 Goslin in 1991 
255 629 257 Baillie in 1979 
256 36986355 258 Gostin in 1991 
259 36654265 262 Goslin in 1991 
267 177 271 Robinson and Selfridge in 1957 
268 21 276 Robinson in 1956 
275 22347 279 Keller in 1984 
284 7 290 Robinson in 1956 
287 5915 289 Suyama in 1980 
298 247 302 Baillie in 1979 
301 7183437 304 Goslin in 1990 
316 7 320 Robinson in 1956 
329 1211 333 Suyama in 1981 
334 27609 341 Keller in 1984 

338 27654487 342 Goslin in 1990 
353 18908555 355 Goslin in 1990 

375 733251 377 Goslin in 1986 

376 810373 378 Goslin in 1986 
398 120845 401 Keller in 1984 
416 8619 418 Suyama in 1981 

38039 419 Keller in 1984 
417 118086729 421 Goslin in 1992 
431 5769285 434 Goslin in 1990 
452 27 455 Robinson in 1956 
468 27114089 471 Goslin in 1992 
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PRIME FACTORS OF FERMAT NUMBERS 

Table 4. Prime Factors p = k . 2" + 1 of Fermat Numbers Fm = 22m + 1 

m k n Factor found by 

544 225 547 Baillie in 1979 
547 77377 550 Gostin in 1986 

556 127 558 Matthew and Williams in 1976 

620 10084141 624 Gostin in 1992 
635 4258979 645 Gostin in 1991 
637 11969 643 Keller in 1984 
692 717 695 Atkin and Rickert in 1979 
723 554815 730 Gostin in 1991 
744 17 747 Matthew and Williams in 1976 
851 497531 859 Gostin in 1988 
885 16578999 887 Gostin in 1992 
906 57063 908 Gostin in 1986 
931 1985 933 Keller in 1980 

1069 137883 1073 Gostin in 1992 
1082 82165 1084 Gostin in 1991 
1I23 25835 1125 Gostin in 1987 
1225 79707 1231 Gostin in 1991 
1229 29139 1233 Gostin in 1987 
1451 13143 1454 Gostin in 1986 
1551 291 1553 Atkin and Rickert in 1979 
1849 98855 1851 Gostin in 1992 
1945 5 1947 Robinson in 1957 
2023 29 2027 Atkin and Rickert, Williams in 1979 
2089 431 2099 Suyama in 1983 
2456 85 2458 Atkin and Rickert in 1979 
3310 5 3313 Aikin and Rickert, Williams in 1979 
3506 501 3508 Gostin in 1986 
4258 1435 4262 Goslin in 1993 
4724 29 4727 Cormack and Williams in 1979 
6208 763 6210 Dubner in 1993 
6390 303 6393 Dubner in 1993 
6537 17 6539 Cormack and Williams in 1979 
6835 19 6838 Keller in 1978 
6909 6021 6912 Goslin in 1993 
7309 145 7312 Dubner in 1992 
8555 645 8557 Dubner in 1993 
9428 9 9431 Keller in 1983 
9448 19 9450 Keller in 1980 

12185 81 12189 Dubner in 1993 
15161 55 15164 Dubner in 1993 
18749 11 18759 Dubner in 1992 
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TABLES 

Table 4. Prime Factors p = k . 2n + 1 of Fermat Numbers Fm = 22m + 1 

m k n Factor found by 

18757 33 18766 Dubner in 1993 

23288 19 23290 Dubner in 1992 

23471 5 23473 Keller in 1984 
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PRIMES OF THE FORM h . 2n + 1 

Table 5. Primes of the Form h . 2" + 1 

h n, search limit on n is 40000 for h ~ 31, 20000 for h ~ 33 

1 0, 1, 2, 4, 8, 16 (search limit 16777215) 
3 1,2,5,6,8, 12, 18,30,36,41,66, 189,201,209,276,353,408,438,534, 

2208, 2816, 3168, 3189, 3912, 20909, 34350 
5 1,3,7, 13, 15,25,39,55,75,85, 127, 1947,3313,4687, :5947, 13165, 

23473, 26607 
7 2, 4, 6, 14, 20, 26, 50, 52, 92, 120, 174, 180, 190, 290, 320, 390, 432, 616, 

830, 1804, 2256, 6614, 13496, 15494, 16696, 22386, 54486 
9 1,2,3,6,7, 11, 14, 17,33,42,43,63,65,67,81, 134, 162,206,211,366, 

663,782, 1305, 1411, 1494,2297,2826,3230,3354,3417,3690,4842, 
5802,6937,7967,9431, 13903,22603,24422,39186 

11 I, 3,5, 7, 19, 21, 43, 81, 125, 127, 209, 211, 3225, 4543, 10179, 15329, 
18759, 28277 

13 2, 8, 10, 20, 28, 82, 188, 308, 316, 1000, 28280, 38008 
15 1, 2, 4, 9, 10, 12, 27, 37, 38, 44, 48, 78, 112, 168, 229, 297, 339, 517, 522, 

654, 900, 1518, 2808, 2875, 3128, 3888, 4410, 6804, 7050, 7392, 19219, 
21445, 21550, 24105, 24995, 34224, 34260 

17 3, 15,27,51, 147,243,267,347,471,747,2163,3087,5355,6539,7311 
19 6, 10, 46, 366, 1246, 2038, 4386, 4438, 6838, 7498, 7998, 9450, 11890, 

17034, 23290 
21 1,4,5,7,9, 12, 16, 17,41, 124, 128, 129, 187,209,276,313,397, 899, 

1532, 1613, 1969, 2245, 2733, 4585, 4644, 6712, 6981, 13344, 
17524, 27124, 29769 

23 1,9, 13,29,41,49,69,73,341,381,389,649, 1961,3929 
25 2, 4, 6, 10, 20, 22, 52, 64, 78, 184, 232, 268, 340, 448, 554, 664, 740, 748, 

1280, 1328, 1640, 3314, 3904, 3938, 5152, 9522 
27 2, 4, 7, 16, 19, 20, 22, 26, 40, 44, 46, 47, 50, 56, 59, 64, 92, 175, 215, 275, 

407, 455, 1076, 1090, 3080, 3322, 6419, 7639, 19360, 30500, 38770 
29 I, 3, 5, 11, 27,43, 57, 75, 77, 93, 103, 143, 185, 231, 245, 391, 1053, 1175, 

2027, 3627, 4727, 5443, 7927, 8533, 9067, 14185, 25723 
31 8,60,68, 140,216,416, 1808, 1944,9096 
33 1,6, 13, 18, 21, 22, 25, 28, 66, 93, 118, 289,412,453, 525, 726, 828, 1420, 

1630,3076,3118,4452,4941,5236,6346,9133, 1340:1, 14214, 18766 
35 I, 3, 7, 9, 13, 15, 31, 45, 47, 49, 55, 147, 245, 327, 355, 663, 1423, 1443, 

2493, 3627, 4737, 6541, 9667 
37 2, 4, 8, 10, 12, 16, 22, 26, 68, 82, 84, 106, 110, 166, 236, 254, 286, 290, 712, 

1240,1706, 1804, 1904,2240,2632,3104,5870,8750, 11514, 11972, 
14434, 16322, 18044, 19050 

39 1,2,3,5,7, 10, 11, 13, 14, 18,21,22,31,42,67,70,71,73,251,370,375, 
389,407,518,818,865, 1057, 1602,2211,3049,4802,4865,5317, 
7583, 8061, 9853, 10217, 12103, 13721, 14927, 15441, 15931, 16709, 
18907 

41 1, 11, 19,215,289,379,1991,7607,8411, 12493, 13235, 13823 
43 2, 6, 12, 18, 26, 32, 94, 98, 104, 144, 158, 252, 778, 1076, 2974, 3022, 3528, 

4344, 5322, 10416, 10422 
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TABLES 

Table 5. Primes of tbe Form h . 2n + 1 

h n, search limit on n is 20000 

45 2, 9, 12, 14, 23, 24, 29, 60, 189, 200, 333, 372, 443, 464, 801, 1374, 6146, 
6284, 6359, 6923, 12293, 16679, 18660, 19301 

47 583, 1483, 6115 
49 2, 6, 10, 30, 42, 54, 66, 118, 390, 594, 1202, 2334, 6242, 7446, 11858 
51 1,3,7,9, 13, 17,25,43,53,83,89,92, 119, 175, 187,257,263,267,321, 

333,695,825, 1485, 1917,2660,2967,3447,3659,4121,5225,7377, 
8543, 9584, 10707, 18032 

53 1,5, 17,21,61,85,93, 105, 133,485,857, 1665,2133,2765,5621,9025, 
12241 

55 4, 8, 16, 22, 32, 94, 220, 244, 262, 286, 344, 356, 392, 1996, 2744, 5158, 
6964, 13484, 15164 

57 2, 3, 7, 8, 10, 16, 18, 19,40,48,55,90, 96, 98, 190, 398, 456, 502, 719, 
1312, 1399, 1828, 6723, 6816, 10680, 12592 

59 5, II, 27, 35, 291, 1085, 2685, 9195, 15995 
61 4, 12, 48, 88, 168, 3328 
63 1,4,5,9, 10, 14, 17, 18,21,25,37,38,44,60,65,94, 133, 153,228,280, 

314,326,334,340,410,429,626,693,741,768, 1150, 1290, 1441, 
2424, 2478, 3024, 3293, 4956, 5221, 6416 

65 1,3,5, 11, 17,21,29,47,85,93, 129, 151,205,239,257,271,307,351, 
397,479,553, 1317, 1631, 1737, 1859, 1917, 1999,2353,3477,4331, 
4337,5809, 8707,9649, 10421, 11117, 17425, 18343 

67 2, 6, 14, 20, 44, 66, 74, 102, 134, 214, 236, 238, 342, 354, 382, 454, 470, 
598,726, 870, 1148, 1366, 1692, 1782, 1870, 3602, 6574, 9362, 12366 

69 I, 2, 10, 14, 19, 26, 50, 55, 145, 515, 842, 1450, 2159, 2290, 2306, 2335, 
3379, 4025, 4825, 7850, 9194, 10409, 18743 

71 3, 5, 9, 19, 23, 27, 57, 59, 65, 119, 299, 417, 705, 2255,4017, 5193, 5565, 
8055, 17659, 18039, 19819 

73 2, 6, 14, 24, 30, 32, 42, 44, 60, 110, 212, 230, 1892, 1974, 2210, 3596, 
4842, 6282, 7184, 7304, 10614 

75 1,3,4,6,7, 10, 12,34,43,51,57,60,63,67, 87, 102, 163, 222, 247, 312, 
397,430,675,831,984, 1018, 1054, 1615,2017,2157,4705,4923, 
5473,5682,9066,9118,9657, 12250, 14895, 14901, 19794 

77 3,7, 19,23,95,287,483,559,655,667, 1639,9399 
79 2, 10,46, 206, 538, 970, 1330, 1766, 2162 
81 1,4,5,7, 12, 15, 16,21,25,27,32,35,36,39,48,89, 104, 121, 125, 148, 

152, 267, 271, 277, 296, 324, 344, 396,421,436,447,539, 577, 592, 
711,809,852, 1384, 1972,2624,2829,3497,3945,3995,4911,5225, 
5676,5811,7025,7671,8512, 10399, 11247, 12189, 12795, 14004 

83 1,5, 157, 181,233,373,2425,2773,3253,4129, 10105, 12577, 14981, 
16069 

85 4, 6, 10, 30, 34, 36, 38, 74, 88, 94, 148, 200, 624, 1300, 2458, 2556, 3638, 
3834, 8956, 15058, 15818 
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PRIMES OF THE FORM h . 2n + 1 

Table 5. Primes of the Form h . 2n + 1 

h n, search limit on n is 20000 for h ::: 119, 12000 for h ~ 121 

87 2, 6, 8, 18, 26, 56, 78, 86, 104, 134, 207, 518, 602, 1268, 1302, 2324, 2372, 
4574,5652,5966,6146,6378,7502,7682,7895,9198,9344, 11106, 
11504, 12096, 19904, 19932 

89 I, 7, 9, 21, 37, 61, 589, 711, 1537, 1921, 3217, 4237 
91 8, 168, 260, 696, 5028, 5536, 6668, 13388, 14220 
93 2, 4, 6, 10, 12, 30, 42, 44, 52, 70, 76, 108, 122, 164, 170" 226, 298, 398, 

686, 1020, 1110, 1478, 1646, 2032, 2066, 2800, 2816, 8568, 9678, 
11108, 16930 

95 1,3,5,7,13, 17,21,53,57,61,83,89, Ill, 167, 175,237,533,621,661, 
753, 993, 1039, 1849, 1987, 3437, 6189, 6905, 8491, 11285, 18539 

97 2, 4, 14, 20, 40, 266, 400, 652, 722, 2026, 2732, 3880, 15454, 18508 
99 1,2,5,6, 10, 11,22,31,33,34,41,42,53,58,65,82, 126, 143, 162, 170, 

186, 189,206,211,270,319,369,410,433,631,894, 1617,2025, 
4029,4082, 5118, 6875, 8337, 14723 

101 3,9, 17,21,27,39,45,47,71,95, 117, 123, 143, 173,387,389,513,633, 
827,971, 1103,3767,3831,7695,8871,9809, 10011. 17513, 17873 

103 16, 18, 30, 40, 58, 138, 250, 616, 622, 736, 3670, 6550, 8454, 12418, 
18520 

105 I, 2, 5, 7, 8, 12, 14, 23, 27, 33, 38, 49, 61, 62, 85, 93, 94, 107, 155, 182, 
215,273,382,392,413,434,490, 1631,3063,3331,3461,3619, 
4199,4298,5191,7967,8837,9589, 10367, 13700, 14458, 14821 

107 3, 7, 23, 27, 291, 303, 311, 479, 567, 3087, 18459 
109 6, 14, 58, 62, 318, 1574, 2034 
111 1,4, 28, 32, 44, 47, 71, 128, 137, 193,676, 2344, 7828, 10883 
113 1,5, 13, 33, 145, 365, 409, 509, 553, 673, 733, 961, 1045, 1541, 2473, 

3461,5841,6221,9961, 10753, 16589 
115 2, 12, 20, 26, 42, 114, 228, 396, 456, 482, 1298, 3048, 4968, 7568 
117 3,4, 6, 10, 16, 30, 36, 91, 94, 156, 382, 454, 643, 867, 1416, 2656, 2851, 

5971, 6016, 7260, 9876, 15019 
119 I, 3, 7, 13, 21, 23,45,63, 553, 1115, 2471, 2773, 7363, 11471 
121 8, 12, 44, 84, 96, 228, 264, 320, 732, 788, 1808, 7928 
123 6,8, 17,21,29,32,46,57,69, 128, 141,268,333,476,742,832, 1173, 

1677, 5068, 9568 
125 1,5,7, 17,25,35,67,281,331,491,581,941, 1205, 1279, 1411, 1631, 

1895, 2735, 3475 
127 2, 12, 18, 24, 54, 72, 114, 180, 214, 504, 558, 964, 1098, 1420, 2764, 

4322, 5582, 10538 
129 3,5,21,27,59,75, 111,287,414,786,966, 1071, 2433, 2817, 3165, 

4958,5895 
131 1,3,9, 13, 19,21,25,51,55,97, 153, 165, 199,261,285,361,373,465, 

475,529,765,2065,3553,4377,5421,6859,7371, 11815 
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TABLES 

Table 5. Primes of the Form h . 2n + 1 

h n, search limit on n is 12000 

133 4, 6, 10, 16, 30, 124, 174, 192, 336, 600, 720, 1092, 1138, 1588, 1652, 
1812, 3012, 3308, 7266, 7446, 10136, 10656 

135 I, 2, 4, 6, 10, 15, 18, 20, 30, 31, 35, 38, 39,51, 85, 90, 106, 108, 202, 238, 
253, 282, 330, 361, 452, 459, 646, 895, 922, 1201, 1402, 1441, 1462, 
1523, 1611, 1770, 1923,2053,2099,2242,2796,7699, 10614, 11154, 
11910 

137 3, 27, 39, 83, 203, 395,467, 875, 1979, 6939 
139 2, 14, 914, 12614 
141 1,3,5,7,8, 12, 15,20,31,33,37,41,61,65,91,93, 103, ll7, 133, 137, 

141, 160,291,303,343,488,535,555,556,640,756,897,917, 1745, 
1805, 2053, 2372, 3375, 5952, 9612 

143 53, 77, 293, 333, 393, 809, 825 
145 6, 16, 28, 70, 76, 250, 276, 312, 562, 636, 1366, 1552, 1968, 7000, 7312, 

7548, 7852, 8116 
147 8, ll, 15, 18, 19, 26, 44, 60, 84,90, 91, 134, 155, 179, 258, 275, 475, 620, 

824,888, 1731,2194,2328,2568,2915,3554,4319,5340,8054, 10088 
149 3,7,9, 15, 17,27,33,35,57, 125, 127, 137, 191,513,819,827,921,931, 

1047, 1147, 1599, 1815, 2499, 2995, 8151, 11403 

151 4, 20, 24, 76, 96, 544, 560, ll24, 1760, 5056, 6104, 9680 
153 1,2, 13, 16, 17,26,37,62,73,97, 112,286,313,317, 1001, 1237, 1565, 

2665, 5753, 9232 
155 1,7, 17,23,29,31,41,261,353,437,447,591,649,677, 1253, 1301, 

2449, 9313, 11749 
157 8, 12, 14, 32, 134, 252, 272, 404, 1460, 1776, 8510 
159 6, 7, 9, 18, 19, 22, 30, 34, 42, 106, 190, 262, 339, 354, 379, 478, 523, 690, 

718, 855, 963, 1087, 2478, 3309, 3862, 4155, 5098, 6678 
161 3, 5, II, 13, 51, 53, 63, 71, 103, 179, 205, 267, 351, 589, 719, 1453, 3703, 

7935, 10851 
163 2, 4, 6, 8, 12, 18, 22, 30, 34, 44, 52, 54, 58, 62, 64, 68, ll2, 114, 124, 126, 

144, 148, 194, 226, 416, 490, 518, 536, 1642,4344,4958, 5104, 7424, 
7530, 8134 

165 1,2,3,5,7,9, 12, 17,25,33,39,43,51,65,71,72,84, 100, 104, 168, 
198, 264, 282, 293, 352, 379, 611. 676, 719, 729, 745, lOB, 1407, 
1417, 1532, 1887, 1902, 1993,2137,2294,2381. 2509, 3259, 4224, 
4713,5719,6613,7515,8575,8935, 11598 

167 7, 103, 151. 247, 10183 
169 2, 14, 26, 158, 282, 298, 406, 522, 534, 1050, 1470, 1478, 1614, 1970, 

2570, 5054, 5166, 6238, 9614 
171 8,9,24,32,71, 117, 141, 144,369,393,575,837,921, 1007,3825,3837 
173 I, 13, 6253 
175 2, 4, 16, 32, 34, 36, 52, 56, 82, 88, 96, 146, 268, 284, 404, 856, 1652, 3254, 

3848, 4364, 5034, 9666, 11542 
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PRIMES OF THE FORM h . 2" + 1 

Table 5. Primes of the Form h . 2" + 1 

h n, search limit on n is 12000 

177 2, 4, 6, 12, 16, 20, 23, 32, 38, 48, 54, 60, 100, 116, 118, 119, 140, 150, 163, 
170, 190, 244, 271, 294, 299, 320, 334, 414, 439, 442, 468, 724, 794, 
842, 864, 1032, 1750, 2050, 3980, 4010, 4756, 5096, !;963 , 5966, 6836 

179 I, 3, 11, 15, 19, 35, 39, 51, 63, 111, 113, 163, 419, 633, 665, 1511, 1903, 
2335, 3063, 3459, 3623, 3655,4519, 7855, 10219 

181 4, 8, 32, 200, 272, 416, 484, 788, 3560, 6628 
183 1,2,5, 10,21,34,61,72, 157, 169, 193,216,389,464,596,657,794, 

1289, 1616, 1736, 1994,2344,3024,4084,4420,5840,6481 
185 3,21,497,707,933,963, 1187, 1337,2633,2993,3963,4947,5177, 11883 
187 6, 12, 48, 82, 126, 186, 732, 1926, 2802, 6712, 10026 
189 I, 2, 6, 9, 17, 39, 45, 95, 359, 526, 609, 783, 818, 917, 1445, 1590, 1606, 

1861, 2037, 3538, 3730, 6186, 7482, 11801 
191 1,5, 15, 19,41,59,89, 149, 167, 181,201,295,475,481,857, 1249, 1409, 

1715, 1995, 8291, 11031 
193 2, 4, 8, 12, 24, 28, 30, 70, 82, 100, 124, 134, 434, 478, 540, 708, 952, 1052, 

1070, 1528, 1804, 2568, 2914, 3712 
195 4,8, 13, 14,20,31,38,70,80,86,110, 125, 140, 170, 179,230,338,365, 

374,517,860,944, 1045, 1270, 1861,3623,4414, 10448 
197 15, 19,35,55,59, 115, 163,371, 1175,3047,5615,7855 
199 2, 14, 18, 126, 134, 854, 1302 

Many primes of this fonn, for larger values of h, may be found in Tables 11-21 on 
pp.415-428. 
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TABLES 

Table 6. Primes of the Form h . 2" - 1 

h n, search limit within parentheses 

1 2,3,5,7, 13, 17, 19,31,61,89, 107, 127,521,607, 1279,2203,2281, 
3217, 4253, 4423, 9689, 9941, 11213, 19937, 21701, 23209, 44497, 
86243, 110503, 132049 (139268) 216091, 756839, 859433 

3 I, 2, 3, 4, 6, 7, 11, 18, 34, 38,43, 55, 64, 76, 94, 103, 143, 206, 216, 306, 
324, 391, 458, 470, 827, 1274, 3276, 4204, 5134, 7559 (10000) 12676 

5 2, 4, 8, 10, 12, 14, 18, 32, 48, 54, 72, 148, 184, 248, 270, 274, 420, 1340, 
1438, 1522, 1638, 1754, 1884, 2014, 2170, 2548, 2622, 2652, 2704 
(8000) 

7 1,5,9, 17,21,29,45, 177 (8000) 
9 1,3,7, 13, 15,21,43,63,99, 109, 159,211,309,343,415,469,781,871, 

939, 1551, 3115, 3349, 5589, 5815, 5893, 7939, 8007 (10000) 11547 
11 2, 26, 50, 54, 126, 134, 246, 354, 362, 950, 1310, 2498, 6926 (8000) 
13 3, 7, 23, 287, 291, 795, 2203, 5711, 7927 (8000) 
15 1,2,4,5, 10, 14, 17,31,41,73,80,82, 116, 125, 145, 157, 172,202,224, 

266, 289, 293, 463, 1004, 1246, 2066, 2431, 2705, 4622, 5270, 7613 
(8000) 

17 2, 4, 6, 16, 20, 36, 54, 60, 96, 124, 150, 252, 356, 460, 612, 654, 664, 698, 
702, 972, 1188, 1312, 3062, 4214, 4288, 5280 (8000) 

19 1,3,5,21,41,49,89, 133, 141, 165, 189,293,305,395,651,665,771, 
801,923,953, 3689, 5315, 6989 (8000) 

21 1,2,3,7, 10, 13, 18,27,37,51,74, 157,271,458,530,891, 1723, 1793, 
1849, 1986, 2191, 2869, 4993, 7777 (8000) 

23 4, 6, 12, 46, 72, 244, 264, 544, 888, 1146 (8000) 
25 3,9, 11, 17,23,35,39,75, 105, 107, 155, 161,215,225,335,635,651, 

687, 1479, 1515, 1953,2435,2963,3671,5979,7551, (8000) 
27 I, 2, 4, 5, 8, 10, 14, 28, 37, 38, 70, 121, 122, 160, 170, 253, 329, 362, 454, 

485, 500, 574, 892, 962, 1213, 1580, 2642, 2708, 4505 (8000) 
29 4, 16, 76, 148, 184 (8000) 
31 1,5,7, 11, 13,23,33,35,37,47, 115,205,235,271,409,739,837,887, 

2189, 3465, 4653, 5073 (8000) 
33 2, 3, 6, 8, 10, 22, 35, 42, 43, 46, 56, 91, 102, 106, 142, 190, 208, 266, 330, 

360, 382, 462, 503, 815, 1038, 1651, 1855, 1858, 1992, 2232, 4462, 
4726, 5475, 6702 (8000) 

35 2, 6, 10, 20, 44, 114, 146, 156, 174, 260, 306, 380, 654, 686, 702, 814, 906, 
1196, 1316, 3062, 4116 (8000) 

37 I, 2553, 4893, 7897 (8000) 
39 3, 24, 105, 153, 188, 605, 795, 813, 839, 2135, 2619, 4053 (8000) 
41 2, 10, 14, 18, 50, 114, 122, 294, 362, 554, 582, 638, 758, 3334, 6630 (8000) 
43 7,31,67,251,767, 1171, 1643 (8000) 

394 



PRIMES OF THE FORM h . 2n - 1 

Table 6. Primes ofthe Form h . 2n - 1 

h n. search limit on n is 8000 

45 1. 2. 3. 4. 5. 6. 8. 9. 14. 15. 16. 22. 28. 29. 36. 37. 54. 59. 85. 93. 117. 
119. 161. 189. 193.256.308.322.327.411.466.577.591.902.928. 
946. 1l62. 1428. 1708. 1724.2063.2922.2951. 31l1. 3402.4024.4485. 
5859.6124 

47 4. 14. 70. 78. 1374. 1824. 2158. 2654. 4494 
49 1.5.7.9. 13. 15.29.33.39.55.81.95.205.279.581.807.813.2551, 

2565. 3183. 6661 
51 1.9, 10. 19.22.57.69.97. 141. 169. 171, 195.238,735.885, 1287. 

1365. 2026, 221l. 2361. 2889. 3159, 3709, 5031 
53 2, 6. 8, 42, 50, 62. 362. 488. 642, 846. 2870. 3042. 5096 

55 1.3.5.7. 15,33.41.57,69.75.77, 131, 133. 153,247.305.351.409. 
471, 1251. 1259,2253. 241l. 2425. 2699, 3221. 4099,. 4173,4291. 
4905. 5349, 6723. 7143. 7505 

57 1,2.4.5.8. 10.20.22,25.26.32,44.62,77, 158.317,500.713. 1657. 
1790. 2761. 2794, 3704, 4174, 6772 

59 12, 16, 72, 160. 256, 916, 1216, 1840, 3280 
61 3,5,9. 13, 17, 19,25,39,63.67,75, 119, 147,225,419" 715, 895, 1025, 

1103. 1179. 1345, 1829, 3855, 4159. 4493. 6039, 7799 
63 2, 3, 8. 11. 14. 16. 28, 32. 39. 66. 68. 91. 98. 116, 126. 164, 191, 298. 

323. 443, 714. 758, 759, 1059. 1168. 1511, 1792. 2116, 3148, 3836. 
4084. 4622. 6164 

65 4. 6, 12. 22. 28. 52. 78. 94. 124. 162, 174. 192, 204. 304. 376. 808.930. 
972, 1714. 1776, 2176. 2568. 4392, 4728. 5548 

67 5,9.21.45.65,77,273,677, 1049. 1721 
69 1,4,5,7,9, 11, 13, 17, 19.23,29,37,49.61,79,99, 121, 133, 141, 164, 

173, 181, 185, 193.233,299,313,351,377,540.569,909, 1057, 
1081, 1189, 1679.2043,2641,3471,3533,3943,5607 

71 2, 14, 410, 1390, 3770. 5434 
73 7, 11, 19,71,79. 131, 1167, 1191,6771 
75 1, 3, 5, 6. 18, 19, 20, 22, 28, 29, 39. 43, 49, 75, 85, 92, Ill, 126, 136, 159, 

162,237,349,381,767,969, 1247, 1893. 1951.2363.2657.3065. 
3090.3836.4110.4342.5671.6807 

77 2. 4. 14, 26. 58. 60, 64. 100, 122, 212. 566. 638. 1214, 2080. 4852, 5356. 
5720.7044 

79 1,3,7. 15,43.57.61.75, 145.217,247.2803,3403.4375.5113 
81 3,5. 11, 17,21.27.81. 101, 107,327.383,387,941. 1665.3515.4007, 

4727,7137 
83 2, 4. 8, 10, 14, 18. 22. 24, 26, 28. 36. 42. 58, 64. 78. 158, 198, 206, 424. 

550. 676. 904, 1276. 1374, 1536. 1642. 2124. 2796. 5266. 5318 

395 



TABLES 

Table 6. Primes of the Form h . 2" - 1 

h n, search limit on n is 8000 for n :5 99, 6000 for n ::: 101 

85 5, 11, 71, 113, 115, 355, 473, 563, 883, 1235, 5735 
87 1,2,8,9, 10, 12,22,29,32,50,57,69,81, 122, 138,200,296,514,656, 

682, 778, 881, 1422, 1494, 1857, 3060, 3489, 4106, 5129, 5378 
89 4, 8, 12, 24, 48, 52, 64, 84, 96, 1272, 2028, 3224, 4952, 6892, 7372 
91 1,3,9, 13, 15, 17, 19,23,47,57,67,73,77,81,83, 191,301,321,435, 

867,869,917,6009,6051 
93 3,4,7, 10, 15, 18, 19,24,27,39,60,84, Ill, 171, 192,222,639,954, 

2400, 2587, 4012, 4359, 5250, 6012, 6183, 7344 
95 2, 6, 26, 32, 66, 128, 170, 288, 320, 470, 1278, 1296, 1316, 1536, 1608 

97 1, 9, 45, 177, 585, 1409, 2617, 3465, 6981 
99 1,4,5,7,8, 11, 19,25,28,35,65,79,212,271,361,461, 1237, 1297, 

1577, 1747, 1901, 1943,2741,3203,3425,5069,6368 
101 10, 18, 54, 70, 1330, 1638, 3894, 4114 

103 3, 7, 11, 19, 63, 75, 95, 127, 155, 163, 171, 283,563, 1739, 2243, 3971, 
4375, 5227 

105 2, 3, 5, 6, 8, 9, 25, 32,65, 113, 119, 155, 177, 299, 335, 426, 462, 617, 
896, 1377, 1847, 2495, 2810, 3743, 3884, 3897, 5235 

107 10, 12, 18, 24, 28, 40, 90, 132, 214, 238, 322, 532, 858, 940, 2044, 5316 

109 9, 149, 177,419,617, 1799,3227 
III 2,3,6,7,21,22,23,26,29,31,58,59,67,78,83, 146, 159, 162, 165, 

183, 262, 511, 718, 815, 1181, 1255, 1422, 1506, 1541, 1734, 2213, 
3623,4223,4551,5741,5878 

113 8, 14, 74, 80, 274, 334, 590, 608, 614, 650, 1016, 1814, 1904, 4400, 5474 

115 1, 3, II, 13, 19, 21, 31,49, 59, 69, 73, 115, 129, 397, 597, 623, 769, 1131, 
4581 

117 I, 2,4, 6, 12, 16, 18, 20, 22, 24, 37,40,48,49, 57, 62, 154, 172, 184, 
236,265,374,409,445,478,664,718,928, 1186, 1369, 1804,2006, 
2140, 2618, 4456, 4846 

119 12, 16, 52, 160, 192, 216, 376, 436 
121 1,3,21,27,37,43,91, 117, 141, 163,373,421, 1581,2035 

123 2,3, 11, 15,23,24,27,35,71,84, 108, 122, 123, 138,236,242,290,392, 
500,611,747,771, 1106, 1490,3560,5111 

125 2, 4, 44, 182, 496, 904, 1196, 3034, 4004, 5474 

127 25, 113 
129 1, 3, 4, 5, 8, 9, 12, 16, 28, 51, 56, 59, 72, 73, 88, 93, 105, 148, 165, 292, 

368,445,635,771,773,940, 1173, 1965,2661,3092,5001,5091 

131 2, 14, 34, 38, 42, 78, 90, 178, 778, 974, 1878, 3718, 4050, 5466 

133 3, II, 15, 19, 31, 59, 75, 103, 163, 235, 375, 615, 767, 1223, 1411 

135 1,9, 10, 13, 16, 21, 24, 34, 54, 153, 177, 184, 226, 238, 286, 334, 586, 
618,870,3151,3397,4987,5160 
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PRIMES OF THE FORM h . 2n - I 

Table 6. Primes ofthe Form h . 2n - I 

h n, search limit on n is 6000 

137 2, 18, 38, 62, 2180, 2900, 3132, 3462, 3578, 5724, 5810 
139 1,5,7,9,15,19,21,35,37,39,41,49,69, Ill, 1I5, 141,159, 181,201, 

217,487,567,677,765, 81I, 841, 917, 1279, 1407, 1505, 1521, 1587, 
2047, 2469, 2649, 3019 

141 1, 2, 7, 10, lI, 13, 38, 46, 61, 170, 299, 445, 815, 983, 4237 
143 2,4, 6, 8, 12, 18, 26, 32, 34, 36, 42, 60, 78, 82, 84, 88, 154, 174, 208, 

256, 366, 448, 478, 746, 1178, 1290, 2284, 3606 
145 5, 13, 15,31,77, 151, 181,245,445,447,883, 1037,3557 
147 I, 2, 4, 5, 12, 25, 33,40,44,53, 60,74, 92, 133, 177, 397,453, 669, 977, 

2226, 2612, 3230, 3314, 5001, 5333, 5376 
149 4, 16, 48, 60, 240, 256, 304, 2644, 3720 
151 5, 221, 641, 2783 
153 3,4,6,7, 10, ll, 12, 19,20,22,23,39,66, 106, 120, 124, 151, 312, 4II, 

447, 474, 507, 574, 671, 787, 826, 979, 1690, 1954, 2047, 3003, 4323, 
4426,5903 

155 2, 8, 14, 16, 44, 46, 82, 172, 196, 254, 556, 806, 2828, 4462, 5558 
157 1,5,33,97, 121, 125,305,445,473,513, 1581,3077,3517 
159 1,4, 5, II, 24, 25,41, 67, 185, 215, 235, 277, 445, 465, 647, 844, 1420, 

1505, 2385 
161 2, 6, 18, 22, 34, 54, 98, 122, 146, 222, 306, 422, 654, 682, 862, 1010, 

1346, 1582 
163 3, 31, 63, 303, 4731 
165 2, 3, 5, 6, 8, II, 12, 15, 18, 23, 27, 36, 39, 44, 45, 56, 59, 63, 81, 84, 150, 

188, 264, 275, 282, 299, 321, 338, 390, 552, 657, 722, 930, 1139, 1388, 
1491, 1625,2196,2519,2541,2736,2766,3630,4202,4875,5643 

167 4, 6, 8, 10, 16, 32, 38, 42, 52, 456, 576, 668, 1082, 1512, 1614, 1922, 
2072, 2672, 3210, 3616, 3682 

169 1,5, II, 17,67, 137, 157,203,209,227,263,917, 1039,2581, 3659, 
3691, 4337 

171 2, 3, 5, 10, 25, 29, 39, 73, 103, 109, 123, 198, 378, 434, 825, 925, 1265, 
1802,2134,2199,2629,3154,3490,4093,4814,5490 

173 2, 4, 6, 16, 32, 50, 76, 80, 96, 104, 162, 212, 230, 260, 480, 612, 1044, 
1440, 1910,2488,3140,3628,5284 

175 1,3,9,21,23,41,47,57,69,83, 193,249,291,421,433,997, 1269, 
1619, 1893, 2457, 3527 

177 I, 12, 13, 24, 25, 34, 36,48, 61, 66, 196, 264, 376, 672, 732, 877, 1032, 
1I04, 1I77, 1242, 2664 

179 8, 68, 108 
181 3,5,7,9, II, 17,23,31,35,43,47,83,85,99, WI, 195,267,281,363, 

391,519,623,653,673,701, 1091, 1I47, 1565,3273,3661,3923, 
4127, 4783, 5267, 5345, 5747 
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TABLES 

Table 6. Primes of the Form h . 2" - I 

h n, search limit on n is 6000 

183 4, 11, 22, 31, 52, 56, 59, 67, 88, 104, 251, 572, 724, 1379, 2696, 3616, 
3928 

185 2, 6, 10, 18, 26, 40, 46, 78, 230, 542, 1286, 1550, 1728, 2138, 2226, 2686, 
3742, 5002 

187 1, 17,21,53,253,2173,3313,5197,5333 
189 3,4, 5, 8, II, 12, 24, 33, 44, 48, 56, 76, 93, 108, 172, 216, 304, 363, 401, 

420,500, 545, 581, 756, 875, 1552, 1931, 2740, 2787, 2825, 3443, 
5235 

191 226, 3594 
193 3, 15,27,63,87, 135,543, 1383, 1455 
195 I, 3, 4, 6, 8, 9, 10, 14, 23, 26, 28, 35, 44, 46, 50, 55, 60, 63, 65, 78, 99, 

100, 106, III, 163, 178, 180, 364, 569, 825, 838, 958, 1292, 1425, 
1531,2020, 2259, 2434, 2492, 2520, 3310, 3624, 4195, 4206, 5103, 
5139, 5478 

197 2, 16, 20, 22, 40, 82, 112, 178, 230, 302, 304, 328, 374, 442, 472, 500, 580, 
694, 1264, 1634, 1784, 3080, 5722 

199 1,5,7, 15, 19,23,25,27,43,65,99, 125, 141, 165,201,211,331,369, 
389,445,461,463,467,513,583,835, 1071, 1085, 1107, 1187, 
1197, 1491, 1513,2505,3859,3941,5989 

The computations to find the larger of the primes given in Table 6 were done by Wilfrid 
Keller and Harvey Dubner specifically for publication in this book, and graciously put at 
the author's disposal. 
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FACTORS OF MERSENNE NUMBERS Mn = 2n - 1 

Table 7. Factors of Mersenne Numbers M. = 2· .- 1 

3 7 
5 31 
7 127 
9 7·73 

11 23·89 
13 8191 
15 7·31·151 
17 131071 
19 524287 

21 72 . 127·337 
23 47·178481 
25 31·601· 1801 
27 7 . 73 . 262657 
29 233 . 1103 . 2089 

31 2147483647 
33 7·23·89·599479 
35 31 . 71 . 127 . 122921 
37 223·616318177 
39 7·79·8191 . 121369 

41 13367· 164511353 
43 431 ·9719·2099863 
45 7·31·73·151·631·23311 
47 2351 . 4513 . 13264529 
49 127 ·4432676798593 

51 7· 103·2143· 11119· 131071 
53 6361 ·69431 ·20394401 
55 23·31·89·881·3191·201961 
57 7·32377 . 524287 . 1212847 
59 179951 ·3203431780337 

61 2305843009213693951 
63 72 ·73· 127 . 337 . 92737 . 649657 
65 31 ·8191 . 145295143558111 
67 193707721 ·761838257287 
69 7·47· 178481 . 10052678938039 

71 228479·48544121 ·212885833 
73 439·2298041 ·9361973132609 
75 7·31·151·601·1801·100801·10567201 
77 23·89· 127·581283643249112959 
79 2687·202029703· 1113491139767 
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TABLES 

Table 7. Factors of Mersenne Numbers Mn = 2n - 1 

81 7·73·2593·71119·262657·97685839 
83 167·57912614113275649087721 
85 31·131071 ·9520972806333758431 
87 7·233·1103·2089·4177·9857737155463 
89 618970019642690137449562111 

91 127·911 ·8191 . 112901153·23140471537 
93 7·2147483647·658812288653553079 
95 31 . 191 ·524287·420778751 ·30327152671 
97 11447· 13842607235828485645766393 
99 7·23·73·89· 199· 153649·599479·33057806959 

101 7432339208719·341117531003194129 
103 2550183799·3976656429941438590393 
105 M35 .72 .151.337.29191.106681.152041 
107 162259276829213363391578010288127 
109 745988807·870035986098720987332873 

III M37 ·7·321679·26295457·319020217 
113 3391·23279·65993· 1868569· 1066818132868207 
115 31 . 47 . 14951 . 178481 . 4036961 . 2646507710984041 
117 M 39 · 73·937·6553·86113·7830118297 
119 127 . 239 . 20231 . 131071 . 62983048367 . 131105292137 

121 23·89·727·1786393878363164227858270210279 
123 M41 ·7·3887047·177722253954175633 
125 31 ·601·1801 ·269089806001 ·4710883168879506001 
127 170141183460469231731687303715884105727 
129 M43 . 7 . 11053036065049294753459639 

131 263· 10350794431055162386718619237468234569 
133 127·524287· 163537220852725398851434325720959 
135 M45 ·271·262657·348031·49971617830801 
137 32032215596496435569·5439042183600204290159 
139 5625767248687· 123876132205208335762278423601 

141 M47 . 7 ·4375578271 . 646675035253258729 
143 23·89·8191 ·724153·158822951431 ·5782172113400990737 
145 31 ·233· 1103·2089·2679895157783862814690027494144991 
147 M49 .73 ·337·2741672362528725535068727 
149 86656268566282183151 ·8235109336690846723986161 

151 18121 ·55871·165799·2332951 ·7289088383388253664437433 
153 M51 ·73·919·75582488424179347083438319 
155 M 31 · 31 2 .311.11471.73471 ·4649919401· 18158209813151 
157 852133201 ·60726444167· 1654058017289·2134387368610417 
159 M 53 ·7· 6679·13960201 ·540701761·229890275929 
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FACTORS OF MERSENNE NUMBERS Mn = 2/1 - 1 

Table 7. Factors of Mersenne Numbers M. = 2· _. 1 

161 47·127·1289·178481·3188767·45076044553· 14808607715315782481 
163 150287·704161·110211473·27669118297·36230454570129675721 
165 M55 ·7· 151 ·599479·2048568835297380486760231 
167 2349023·79638304766856507377778616296087448490695(~9 

169 4057·8191·6740339310641·3340762283952395329506327023033 

171 M 57 • 73·93507247·3042645634792541312037847 
173 730753· 1505447·70084436712553223· 155285743288572277679887 
175 M 35' 601·1801· 39551·60816001·535347624791488552837151 
177 M59 ·7· 184081 ·27989941729·9213624084535989031 
179 359· 1433· 1489459109360039866456940197095433721664951999121 

181 43441 . 1164193·7648337·7923871097285295625344647665764672671 
183 M6\ ·7·367·55633·37201708625305146303973352041 
185 M37 ·31·1587855697992791·7248808599285760001152755641 
187 23·89· 131071 ·707983· 1032670816743843860998850056278950666491537 
189 M63 ·262657· 1560007·207617485544258392970753527 

191 383·7068569257·39940132241 ·332584516519201 ·87274497124602996457 
193 13821503·61654440233248340616559· 14732265321145317331353282383 
195 M 65 ·7· 79·151·121369·134304196845099262572814573351 
197 7487·26828803997912886929710867041891989490486893845712448833 
199 164504919713·4884164093883941177660049098586324302977543600799 

201 M67 ·7· 1609·22111·87449423397425857942678833145441 
203 M 29 • 127·136417·121793911· 11348055580883272011090856053175361113 
205 M4\ ·31 ·2940521 ·70171342151 ·3655725065508797181674078959681 
207 M69 . 73 . 79903·634569679·2232578641663·42166482463639 
209 23·89·524287·94803416684681 . 1512348937147247· 

·5346950541323960232319657 

211 15193·60272956433838849161· 
·3593875704495823757388199894268773153439 

213 M71 ·7·66457·2849881972114740679·4205268574191396793 
215 M43 ·31·1721·731516431·514851898711 ·297927289744047764444862191 
217 M3\ . 127·5209·62497·6268703933840364033151· 

. 378428804431424484082633 
219 M73 ·7·3943·671165898617413417·4815314615204347717321 

221 1327·8191·131071· 
. 2365454398418399772605086209214363458552839866247069233 

223 18287· 196687· 1466449·2916841 . 1469495262398780123809· 
·596242599987116128415063 

225 M75 ·73 . 631 ·23311 . 115201 ·617401 . 1348206751 . 13861369826299351 
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TABLES 

Table 7. Factors of Mersenne Numbers Mn = 2n - 1 

227 26986333437777017· 
·7992177738205979626491506950867720953545660121688631 

229 1504073·20492753·59833457464970183· 
·467795120187583723534280000348743236593 

231 M77 .72 .337.463.599479.4982397651178256151338302204762057 
233 1399· 135607·622577· 

· 116868129879077600270344856324766260085066532853492178431 
235 M47·31 ·2391314881 ·72296287361 ·73202300395158005845473537146974751 
237 M79 ·7· 1423·49297·23728823512345609279·31357373417090093431 
239 479·1913·5737·176383·134000609· 

·7110008717824458123105014279253754096863768062879 

241 22000409· 
·160619474372352289412737508720216839225805656328990879953332340439 

243 MSI ·487·16753783618801·192971705688577· 3712990163251158343 
245 M49' 31·71·1471·122921· 

·252359902034571016856214298851708529738525821631 
247 8191·15809·524287·6459570124697·402004106269663· 

· 1282816117617265060453496956212169 
249 MS3 ·7· 1621324657·8241594690167137359552274418432855740327 

251 503·54217· 178230287214063289511 ·61676882198695257501367· 
· 12070396178249893039969681 

253 232 .47.89. 178481 ·4103188409· 199957736328435366769577-
·44667711762797798403039426178361 

255 M S5 ' 7·103·151·2143·11119·106591·949111· 
·5702451577639775545838643151 

257 535006138814359· 1155685395246619182673033· 
·374550598501810936581776630096313181393 

A more extensive table can be found in 

John Brillhart, D. H. Lehmer, J. L. Selfridge, Bryant Tuckerman and S. S. Wagstaff, Jr., 
Factorizations of bn ± 1, b = 2, 3, 5, 6, 7, 10, II, 12 up to High Powers, Second edition, 
American Mathematical Society, Providence R.I., 1988. 
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FACfORS OF Nn = 2n + I 

Table 8. Factors or Nn = 2n + 1 

1 3 
2 5 
3 32 
4 17 
5 3·11 

6 5·13 
7 3·43 
8 257 
9 33 . 19 

10 52 .41 

II 3·683 
12 17·241 
13 3·2731 
14 5·29· 113 
15 32 ·11·331 

16 65537 
17 3·43691 
18 5 . 13 . 37 . 109 
19 3·174763 
20 17 . 61681 

21 32 .43.5419 
22 5·397·2113 
23 3·2796203 
24 97·257·673 
25 3 . II . 251 . 4051 

26 5·53· 157· 1613 
27 34 • 19·87211 
28 17· 15790321 
29 3·59·3033169 
30 52 . 13 . 41 . 61 . 1321 

31 3 . 715827883 
32 641·6700417 
33 32 . 67 . 683 . 20857 
34 5·137·953·26317 
35 3 . II . 43 . 281 . 86171 

36 17·241·433·38737 
37 3 . 1777 . 25781083 
38 5·229·457·525313 
39 32 . 2731 . 22366891 
40 257 . 4278255361 
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TABLES 

Table 8. Factors of N" = 2" + 1 

41 3·83·8831418697 
42 5· 13 . 29· 113 . 1429· 14449 
43 3 . 2932031007403 
44 17·353·2931542417 
45 33 . II . 19·331· 18837001 

46 5·277 . 1013 . 1657·30269 
47 3·283 . 165768537521 
48 193·65537·22253377 
49 3 . 43 . 4363953127297 
50 53 . 41 . 101 ·8101 ·268501 

51 32 .307.2857.6529.43691 
52 17·858001 ·308761441 
53 3· 107·28059810762433 
54 5 . 13 . 37 . 109 . 246241 . 279073 
55 3· 1I 2 • 683·2971·48912491 

56 257·5153·54410972897 
57 32 .571.174763. 160465489 
58 5 . 107367629 . 536903681 
59 3·2833·37171·1824726041 
60 17 . 241 ·61681 ·4562284561 

61 3·768614336404564651 
62 5·5581 ·8681 ·49477·384773 
63 33 . 19·43·5419·77158673929 
64 274177·67280421310721 
65 3· II . 131 ·2731·409891·7623851 

66 5· 13 . 397 . 2113 . 312709 . 4327489 
67 3·7327657·6713103182899 
68 172 .354689.2879347902817 
69 32 • 139·2796203· 168749965921 
70 52 .29.41. 113·7416361 ·47392381 

71 3·56409643· 13952598148481 
72 97 . 257 ·577 . 673 . 487824887233 
73 3·1753·1795918038741070627 
74 5· 149·593 . 184481113 . 231769777 
75 32 . 11 ·251 ·331 ·4051 . 1133836730401 

76 17·1217·148961·24517014940753 
77 3·43·617·683·78233·35532364099 
78 5· 132 ·53· 157·313 . 1249· 1613 . 3121 ·21841 
79 3·201487636602438195784363 
80 65537·414721 ·44479210368001 
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FACfORS OF Nn = 2n + 1 

Table 8. Factors of Nn = 2n + 1 

81 3s . 19· 163·87211· 135433·272010961 
82 5 . 10169· 181549· 12112549·43249589 
83 3·499· 1163·2657·155377· 13455809771 
84 17·241 ·3361· 15790321·88959882481 
85 3·11 ·43691·26831423036065352611 

86 5·173· 101653·500177· 1759217765581 
87 32 .59.3033169.96076791871613611 
88 257·229153· 119782433·43872038849 
89 3·179·62020897·18584774046020617 
90 52. 13 . 37 ·41 ·61 . 109· 181 . 1321 ·54001·29247661 

91 3·43·2731·224771·1210483·25829691707 
92 17·291280009243618888211558641 
93 32 .529510939.715827883.2903110321 
94 5·3761·7484047069·140737471578113 
95 3· 11 ·2281 ·174763·3011347479614249131 

96 641 ·6700417· 18446744069414584321 
97 3·971·1553·31817·1100876018364883721 
98 5·29· 113· 197· 19707683773·4981857697937 
99 33 .19.67.683.5347.20857.242099935645987 

100 17·401·61681 ·340801 ·2787601 ·3173389601 

101 3·845100400152152934331135470251 
102 5· 13· 137·409·953·3061 . 13669·26317 . 1326700741 
103 3·415141630193·8142767081771726171 
104 257·78919881726271091143763623681 
105 32 .11 ·43·211 ·281·331·5419·86171·664441·1564921 

106 5·15358129·586477649·1801439824104653 
107 3·643·84115747449047881488635567801 
108 17 ·241 ·433·38737·33975937 . 138991501037953 
109 3· 104124649·2077756847362348863128179 
110 52 .41 ·397·2113 ·415878438361 ·3630105520141 

111 32 . 1777 . 3331 . 17539 . 25781083 . 107775231312019 
112 449·2689·65537· 183076097·358429848460993 
113 3·227·48817·636190001 ·491003369344660409 
114 5·13·229·457·131101·160969·525313·275415303169 
115 3·11 ·691·2796203·1884103651·345767385170491 

116 17·59393·82280195167144119832390568177 
117 33 • 19·2731·22366891 ·5302306226370307681801 
118 5· 1181 ·3541 . 157649· 174877 . 5521693· 104399276341 
119 3·43·43691 ·823679683· 143162553165560959297 
120 97·257·673·394783681·4278255361 ·46908728641 
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TABLES 

Table 8. Factors of Nn = 2n + 1 

121 3·683· 117371 . 11054184582797800455736061107 
122 5·733· 1709·3456749·368140581013·667055378149 
123 32 .83.739.165313.8831418697.13194317913029593 
124 17·290657·3770202641·1141629180401976895873 
125 3·11 ·251 ·4051 ·229668251 ·5519485418336288303251 

126 5· 13 . 29 . 37 . 109· 113·1429· 14449·40388473189· 118750098349 
127 3·56713727820156410577229101238628035243 
128 59649589127497217·5704689200685129054721 
129 32 .1033.1591582393.2932031007403.15686603697451 
130 52 .41.53.157.521.1613.51481.34110701.108140989558681 

131 3·1049·4744297·182331128681207781784391813611 
132 17·241·353·7393·1761345169·2931542417·98618273953 
133 3 . 43 ·4523 . 174763 . 106788290443848295284382097033 
134 5·269· 15152453·42875177 . 2559066073·9739278030221 
135 34 .11 . 19·331·811 . 15121· 87211 . 18837001 ·385838642647891 

136 257·383521 ·2368179743873·373200722470799764577 
137 3· 1097· 15619·32127963626435681 . 105498212027592977 
138 5· 13 . 277 . 1013 . 1657·30269·5415624023749·70334392823809 
139 3·4506937·51542639524661795300074174250365699 
140 17·61681·15790321 ·84179842077657862011867889681 

141 32 .283. 1681003·35273039401· 111349165273· 165768537521 
142 5·569· 148587949·4999465853·5585522857·472287102421 
143 3·683·2003·2731 ·6156182033· 10425285443· 15500487753323 
144 193· 1153·6337·65537·22253377·38941695937·278452876033 
145 3·11 ·59·3033169·7553921·999802854724715300883845411 

146 5·293·9929·649301712182209·9444732965601851473921 
147 32 .43.5419.748819.4363953127297.26032885845392093851 
148 17·20988936657440586486151264256610222593863921 
149 3· 1193·650833·38369587·7984559573504259856359124657 
150 Nso ' 13·61· 1201· 1321·63901· 13334701· 1182468601 

151 3· 18717738334417·50834050824100779677306460621499 
152 257·27361 ·69394460463940481·11699557817717358904481 
153 33 .19.307.2857.6529.43691.123931.26159806891 ·27439122228481 
154 5 . 29 . 113 . 397 . 2113 . 8317 . 869467061 . 3019242689 . 76096559910757 
155 3·11 . 11161 ·715827883·5947603221397891·29126056043168521 

156 17·241 ·858001 ·308761441 ·84159375948762099254554456081 
157 ·3·15073·2350291·17751783757817897·96833299198971305921 
158 5·317·381364611866507317969·604462909806215075725313 
159 32 .107.6043.28059810762433.4475130366518102084427698737 
160 641 ·3602561 ·6700417·94455684953484563055991838558081 
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FACTORS OF Nn = 2" + 1 

Table 8. Factors of N n = 2" + 1 

161 3·43·2796203·8103467492759792327149800361564410265219 
162 N54 ·3618757· 106979941 . 168410989·4977454861 
163 3· 11281292593· 1023398150341859·337570547050390415041769 
164 17·13121· 8562191377·12243864122465612155106392056552353 
165 N 33 · 11 2 .331.2971.48912491.415365721.2252127523412251 

166 5·997·13063537·46202197673·209957719973· 148067197374074653 
167 3 . 62357403192785191176690552862561408838653121833643 
168 NS6 ·97·673·2017 . 25629623713 . 1538595959564161 
169 3·2731 ·4929910764223610387· 18526238646011086732742614043 
170 N34 ·5·41· 1021·4421 ·550801·23650061 ·7226904352843746841 

171 33 .192 .571.174763.160465489. 19177458387940268116349766612211 
172 17 . 3855260977 ·64082150767423457· 1425343275103126327372769 
173 3·347·4153·35374479827·47635010587 . 1643464247728189221623609 
174 N S8 ' 13·349·29581 ·27920807689·22170214192500421 
175 N3S ·251·1051·4051 . 110251 ·347833278451 ·34010032331525251 

176 65537·5304641 ·275509565477848842604777623828011666349761 
177 NS9 • 3 . 13099 . 4453762543897 . 1898685496465999273 
178 5·1069·579017791994999956106149· 123794003928545064364330189 
179 3·58745093521 ·4347868190665879373495950562775707707143803 
180 N60 ·433·38737· 168692292721 ·469775495062434961 

181 3·1811 ·31675363·17810163630112624579342811733978085990447907 
182 N 26 ·29· 113 . 10932 .4733.8861085190774909.556338525912325157 
183 32 ·768614336404564651· 1772303994379887829769795077302561451 
184 257·43717618369·549675408461419937· 3970299567472902879791777 
185 N 37 · 11·1481 ·28136651 ·778429365397887608540618330873281 

186 N 62 • 13 . 373·951088215727633·4611545283086450689 
187 3·683·43691 ·2191165825376888084750157716424579062015865776131 
188 17·1198107457·23592342593·4501946625921233· 

· 181352306852476069537 
189 N63 . 3 . 379 . 87211 . 119827 . 127391413339 . 56202143607667 
190 N3s ·5·41 ·761·54721 ·276696631250953741 ·2416923620660807201 

191 3· 1046183622564446793972631570534611069350392574077339085483 
192 N64 ·769·442499826945303593556473164314770689 
193 3·6563·35679139·1871670769·7455099975844049· 

· 1280761337388845898643 
194 5·389·3881·4657·5821·3555339061·4959325597·394563864677-

· 17637260034881 
195 N6S ·3·331 . 107251 ·22366891·571403921126076957182161 
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TABLES 

Table 8. Factors of Nn = 2" + 1 

196 17·7057·273617·1007441·15790321·375327457· 1405628248417· 
·364565561997841 

197 3· 197002597249· 1348959352853811313· 
·251951573867253012259144010843 

198 N66 . 37 . 109·42373·235621·8463901912489· 15975607282273 
199 3·267823007376498379256993682056860433753700498963798805883563 
200 N~· 1601 ·25601 ·82471201 ·432363203127002885506543172618401 

201 N67 • 3·2011 ·9649·6324667·59151549118532676874448563 
202 5·809·9491060093·5218735279937·600503817460697· 

·53425037363873248657 
203 N29 ·43· 596834617·3692022713· 252715814615565962418688965855731 
204 N68 ·241 ·8161 ·40932193· 1467129352609·737539985835313 
205 N41 • 11 ·2125820563389437533390243893834597846757304863651 

206 5·41201·17325013·520379897·473000157711296729· 
· 117070097457656623005977 

207 N69 . 3 . 19·6113142872404227834840443898241613032969 
208 65537·928513·18558466369·23877647873·21316654212673· 

·715668470267111297 
209 3·419·683·174763·3410623284654639440707· 

· 1607792018780394024095514317003 
210 N70 • 13 ·61 ·421 . 1321 . 1429· 14449· 146919792181 

· 1041815865690181 

211 3·4643·9878177·5344743097·199061567251· 
·22481127512575175864234185190299 

212 17·1692645313·10920513604018498900801· 
·20946001591429012199281424246257 

213 N7I ·3·5113·17467·102241·203525545766301306933226271929 
214 5·857·843589·8174912477117 . 23528569104401· 

·37866809061660057264219253397 
215 N43 · 11·9084611· 

·59904608378705661377430182608711698924130721 

216 N72 ·209924353·4261383649·24929060818265360451708193 
217 N31 ·43· 16233337· 

· 140508608590164280225934233098866842745808905947 
218 5·5669·666184021 ·74323515777853· 1746518852140345553· 

· 171857646012809566969 
219 N73 • 3 . 9070197542196643 . 3278244690156222434135906137 
220 N44 ·61681 . 109121 . 148721·3404676001 . 11035465708081· 

·2546717317681681 

A more extensive table can be found in 

John Brillhart, D. H. Lehmer, J. L. Selfridge, Bryant Tuckerman and S. S. Wagstaff, Jr., 
Factorizations of bn ± I, b = 2,3,5,6,7,10, II, 12 up to High Powers, Second edition, 
American Mathematical Society, Providence R. I., 1988. 
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FACTORS OF Pn = (10" - 1)/9 

Table 9. Factors of Pn = (10" - 1)/9 

3 3·37 
5 41 ·271 
7 239·4649 
9 32 • 37 . 333667 

11 21649·513239 
13 53·79·265371653 
15 3·31 ·37·41·271 ·2906161 
17 2071723·5363222357 
19 1111111111111111111 

21 3 . 37 . 43 . 239 . 1933 . 4649 . 10838689 
23 11111111111111111111111 
25 41 ·271·21401·25601·182521213001 
27 33 • 37 . 757 . 333667 ·440334654777631 
29 3191·16763·43037·62003·77843839397 

31 2791 ·6943319·57336415063790604359 
33 3·37·67·21649·513239·1344628210313298373 
35 41·71·239·271 ·4649·123551·102598800232111471 
37 2028119·247629013·2212394296770203368013 
39 3·37·53·79·265371653·900900900900990990990991 

41 83· 1231 ·538987·201763709900322803748657942361 
43 173· 1527791 . 1963506722254397· 214099201539552664ll 
45 32 .31.37.41.271.238681.333667.2906161.4185502830133110721 
47 35121409·316362908763458525001406154038726382279 
49 239·4649·505885997· 1976730144598190963568023014679333 

51 3 . 37 . 613 . 210631 . 2071723 . 52986961 . 5363222357· 
. 13168164561429877 

53 107·1659431·1325815267337711173·47198858799491425660200071 
55 41·271·1321·21649·62921·513239·83251631· 

. 1300635692678058358830121 
57 3·37·21319·10749631·1111111111111111111· 

·3931123022305129377976519 
59 2559647034361 ·4340876285657460212144534289928559826755746751 

61 733·4637·329401·974293·1360682471·106007173861643· 
·7061709990156159479 

63 P21 ·3 . 10837·23311 ·45613·333667 ·45121231 . 1921436048294281 
65 P\3 ·41·271 . 162503518711 ·5538396997364024056286510640780600481 
67 493121 ·79863595778924342083· 

·28213380943176667001263153660999177245677 
69 P23 ·3·37·277 . 203864078068831 . 1595352086329224644348978893 
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Table 9. Factors of Pn = (10" - 1)/9 

71 241573142393627673576957439049· 
·45994811347886846310221728895223034301839 

73 12171337159· 1855193842151350117· 
·49207341634646326934001739482502131487446637 

75 PZ5 ·3·31·37·151·4201·2906161· 
15763985553739191709164170940063151 

77 239·4649·5237·21649·42043·513239·29920507· 
· 136614668576002329371496447555915740910181043 

79 317·6163·10271·307627·49172195536083790769· 
· 3660574762725521461527140564875080461079917 

81 Pz7 ·3· 163·9397·2462401·676421558270641· 
· 130654897808007778425046117 

83 3367147378267·9512538508624154373682136329· 
·346895716385857804544741137394505425384477 

85 P17 ·41 . 271 . 262533041 . 8119594779271· 
·4222100119405530170179331190291488789678081 

87 PZ9 • 3 . 37 ·4003 . 72559· 
·310170251658029759045157793237339498342763245483 

89 497867·103733951·104984505733·5078554966026315671444089· 
·403513310222809053284932818475878953159 

91 53 ·79·239·547·4649· 14197· 17837 ·4262077 . 265371653· 
·43442141653·316877365766624209· 
· 110742186470530054291318013 

93 P31 ·3·37·900900900900900900900900900900990990990990990990990-
-990990991 

95 P19 • 41·191·271·59281·63841·1289981231950849543985493631· 
·965194617121640791456070347951751 

97 12004721 ·864035731396919233767211537899097169· 
· 109399846855370537540339266842070119107662296580348039 

99 P33 • 3 . 199·397·34849·333667· 
·362853724342990469324766235474268869786311886053883 
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FACTORS OF Qn = 10" + 1 

Table 10. Factors or Qn = 10" + 1 

1 II 
2 101 
3 7·11·13 
4 73·137 
5 II ·9091 

6 101·9901 
7 II ·909091 
8 17·5882353 
9 7· II . 13 . 19·52579 

10 101 ·3541 ·27961 

II 112 .23.4093.8779 
12 73 . 137·99990001 
13 11 . 859 . 1058313049 
14 29· 101·281· 121499449 
15 7· 11 . 13 . 211 ·241 ·2161·9091 

16 353·449·641· 1409·69857 
17 11 . 103·4013·21993833369 
18 101·9901·999999000001 
19 11 ·909090909090909091 
20 73· 137· 1676321 ·5964848081 

21 72 . 11 . 13 . 127·2689·459691 ·909091 
22 89· 101 . 1052788969· 1056689261 
23 11 ·47· 139·2531·549797184491917 
24 17·5882353·9999999900000001 
25 11 ·251 ·5051·9091 ·78875943472201 

26 101 ·521·1900381976777332243781 
27 7· 11 . 13 . 19·52579·70541929· 14175966169 
28 73 . 137·7841 . 127522001020150503761 
29 11 ·59· 154083204930662557781201849 
30 61·101·3541 ·9901 ·27961 ·4188901·39526741 

31 11 ·909090909090909090909090909091 
32 19841 ·976193·6187457·834427406578561 
33 7.11 2 .13.23.4093.8779.599144041.183411838171 
34 101 ·28559389· 1491383821 ·2324557465671829 
35 11 ·9091 ·909091 ·4147571 ·265212793249617641 

36 73· 137·3169·98641 ·99990001 ·3199044596370769 
37 11 ·7253·422650073734453·296557347313446299 
38 101 ·722817036322379041·1369778187490592461 
39 7.11.132 .157.859.6397.216451.1058313049.388847808493 
40 17·5070721 ·5882353· 19721061166646717498359681 
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TABLES 

Table 10. Factors of Qn = 10" + I 
41 II ·2670502781396266997·3404193829806058997303 
42 29·101·281·9901·226549·121499449·4458192223320340849 
43 11 ·57009401 ·2182600451 ·7306116556571817748755241 
44 73· 137·617· 16205834846012967584927082656402106953 
45 7· II ·13·19· 2II ·241·2161·9091·29611·52579·3762091· 

·8985695684401 

46 101·1289· 18371524594609·4181003300071669867932658901 
47 11 ·6299·4855067598095567·297262705009139006771611927 
48 97·353·449·641· 1409·69857·206209·66554101249·75118313082913 
49 11· 197·909091 ·5076141624365532994918781726395939035533 
50 101·3541·27961·60101·7019801·14103673319201 . 1680588011350901 

51 7· 11 . 13 . 103·4013 . 21993833369·291078844423· 
·377526955309799110357 

52 73· 137· 1580801 ·632527440202150745090622412245443923049201 
53 11 ·9090909090909090909090909090909090909090909090909091 
54 101·109·9901·153469·999999000001· 

·59779577156334533866654838281 
55 QII ·331 ·5171 ·9091 ·20163494891 ·318727841165674579776721 

56 17· 113 ·5882353·73765755896403138401· 
· 119968369144846370226083377 

57 7·11 . 13 . 1458973·909090909090909091· 
·753201806271328462547977919407 

58 101·349·38861 ·618049· 
· 11811806375201836408679635736258669583187541 

59 11·1889· 1090805842068098677837· 
·4411922770996074109644535362851087 

60 Q2o·99990oo1·1oooo999999989998999900oooo010001 

61 11·81131· 
· 11205222530116836855321528257890437575145023592596037161 

62 101·2049349· 
·483128549554512237305554588359039822397307149685578249 

63 Q21· 19·52579·5274739· 189772422673235585874485732659 
64 1265011073· 15343168188889137818369· 

515217525265213267447869906815873 
65 Q13· 131 ·9091 ·8396862596258693901610602298557167100076327481 

66 Q22·9901 ·5419170769·789390798020221 ·2361000305507449 
67 II ·9090909090909090909090909090909090909090909090909090909090-

-90909091 
68 73· 137· 152533657· 

·65552746171882583264230070868884366877803237222654400793 
69 Q23 ·7· 13 . 31051· 143574021480139·24649445347649059192745899 
70 Q14· 421·3541·27961 ·3471301·13489841·60368344121· 

· 848654483879497562821 
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FACfORS OF Qn = 10" + 1 

Table 10. Factors of Qn = 10" + 1 

71 11 ·290249· 313210694641810683554152093234053895417069794931561-
-89716729115659 

72 Q24 . 8929 . 111994624258035614290513943330720125433979169 
73 11 ·293· 10826684964539959837294043117· 

·286578888976194997999922592330908602103011 
74 101 . 149·3109· 111149·708840373781·669031686661427842829· 

·40548140514062774758071840361 
75 Q2S ·7· 13·211 ·241 ·2161· 

· 10000099999999989999899999000000000100001 

76 73·137·457·1403417·5240808656722481737· 
· 297478330786365628414805305290302483555043017 

77 112 .23.463.4093.8779.24179.590437.909091.7444361. 
·4539402627853030477·4924630160315726207887 

78 Q26 ·3121·9901·53397071018461·6060517860310398033985611921721 
79 11· 1423·9615060929·664431745414905790979975101580210769583929-

-38976011506949065646573 
80 Q16· 1634881· 18453761 ·947147262401· 

· 349954396040122577928041596214187605761 

81 Q27· 1459·2458921051·456502382570032651· 
· 610600386089858349939139 

82 101·68389· 144774599701851189374007660603168623753834536241353-
-1560645573104006506749609 

83 11 . 167·997·3565183·2097307081 ·7742098247001476863· 
·943176903141330068482602900960294299878841 

84 Q28 ·99990001 . 11189053009·603812429055411913· 
· 148029423400750506553 

85 QI7 ·9091·87211 ·787223761· 
· 16022079482101445206674191830358091766438655:5934641 

86 101 ·338669·29235OO556298303355222653948542706598'~89250858537-
-09961673200056984872843366529 

87 Q29·7· 13·638453709757·135080726389891· 
· 1274194732898148471766404179653 

88 17·5882353· 10100113·99008792277868584242572236568047307985554-
-22102713108259184822982673560177 

89 11· 179· 12147237304901893·4180967272673252032291190917188955-
-510245874180001164839931077197586653 

90 Q30· 181 ·999999000001·4999437541453012143121· 
· 1105097795002994798105101 
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TABLES 

Table 10. Factors of Qn = HY' + 1 

91 11 ·859·909091 ·21705503· 1058313049·50678387411703889101759125-
-785290439894389920385627096501794498837 

92 73· 137·2393·4178437150016715837818641871709193476807772628503-
-969494400330129962348520684914375257 

93 Q31 ·7· 13·373·44641·3590254957· 
· 18381907262281244633158190677786966663091011 

94 101 ·45121 ·2144906157509411684424913774078958939881· 
· 1023037643093214557651333120422980213172396059301 

95 Q19' 9091·1812604116731·121450506296081· 
·4996731930447843676185843959746621491531100801 

96 Q32' 193·769· 1253224535459902849· 
·53763491189967221358575546107279034709697 

97 11· 102527361354613106010527·323338434891034089173475790125293· 
· 27422699366054621683295623079471066588881 

98 QI4· 999999999999990000000000000099999999999999OO000000000000-
-9999999999999900000000000001 

99 Q33' 19·52579·7093127053· 
·141122524877886182282233539317796144938305111168717 

100 Q2o·401· 1201·1601·129694419029057750551385771184564274499075-
-700947656757821537291527196801 
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FACfORS OF 32" + 1 

Factors of Generalized Fennat Numbers. In the hope of finding some new, very large 
primes of the form a2" + b2", Anders Bjorn and the author of this book are presently 
subjecting the generalized Fermat numbers Fm(a, b) = a2" + b2m , with a, b ::: 12 and 
m < 1000, to a factor search. The search limit for possible factors p = k . 2n + 1 is 
k = 1 Q4 for n > 100 and is projected to k = 109 for n ::: 100. In May 1994 k had reached 
732,000,000. The smaller of the numbers (m ::: 15) and their cofactors, with all known 
prime factors removed, are being subjected to primality tests. So far all cofactors found 
with up to 50,000 digits have been tested and each one of them was revealed as composite 
by just one strong pseudoprime test to the first base 2:: 13 with Jacobi's symbol = -I.-As 
a spin-off effect, many of the smaller of these numbers are now completely factored, much 
due to the kind assistance by an anonymous referee of a so far unpublished paper and by 
Richard Brent.-No large primes Fm or Fm/2 have been identified so far. 

Harvey Dubner and Wilfrid Keller have been carrying out a similar investigation on 
the Fermat numbers with b = 1 and a ::: 15. Their search limit for k was lIP for m < 1000, 
but on top of this they have also tried all known large primes of the form k . 2n + 1 as 
factors. (See Table 5 for these primes.) In this way they found factors of some very large 
Fm's.-We give a selection of these results in Tables 11-21 below. 

Primality proofs for the larger of the cofactors in the tables below were graciously 
produced by FranIOois Morain. 

Table 11. Prime Factors p = k ·2R + 1 of (32" + 1) /2 

m k n m k n m k n 

1 1 2 10 29 11 35 76159543 36 
2 5 3 10 51699 14 36 3315 38 
3 1 4 10 109503 12 38 3 41 
3 3 6 11 193 12 39 21 41 
4 672605 5 11 128041 12 39 58065 41 
5 P15a 15 1 16 44 443 45 
6 P31 15 3 18 44 472908359 45 
7 1 8 19 13 20 45 57 48 
7 1075 8 21 37 22 47 97151685 49 
7 P15b 21 27212059 22 49 7 50 
7 P19 26 3 30 51 99 53 
7 P21a 26 6773531 27 54 5 55 
8 3 12 28 23 29 54 1713005 55 
8 17525 9 29 9 33 56 615 59 
8 P21b 29 4205805 35 60 1905 62 
8 P90 31 135 35 61 9 63 
9 131233 10 31 63787 32 63 3 66 
9 21797545 10 32 3 36 64 9 67 
9 P14 33 115347853 34 72 201 75 
9 P21c 34 1469 35 73 1947709 74 
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TABLES 

Table 11. Prime Factors p = k . 2n + 1 of (32"' + 1) /2 (coot.) 

m k n m k n m k n 

79 9 81 266 17 267 1019' 2949 1021 
80 11 81 271 3 276 1089' 10647 1091 
80 79815 83 319 7 320 1303' 9 1305 
80 333383 81 319 81 324 1346' 201 1348 
82 117567 84 350' 30305 351 1488' 9 1494 
83 469440927 87 359 367 360 1498' 569 1499 
90 2366505 92 370 45 372 1642' 93 1646 
91 235 92 370 197 371 1786' 489 1789 
92 29384505 95 392 281 393 1966' 21 1969 
92 230442747 95 403 3 408 2197' 3 2208 
94 2241 96 435 3 438 2711' 721 2712 
95 2263 96 444' 15501 447 2822' 9 2826 

123 163 124 463' 19107 466 2843' 1045 2844 
125" 84669 130 518' 24171 521 3160' 3 3168 
126 5 127 531 3 534 3187' 3 3189 
128' 50145 130 688 159 690 3280' 623 3281 
139 31 140 710 89 711 3527' 43 3528 
155 5835 157 792 183 794 3684' 9 3690 
158 9 162 837 69 842 3906' 3 3912 
161 75 163 839' 66913 840 4726' 29 4727 
187 3 189 849 5127 852 4838' 9 4842 
198 3 201 896 15 900 9429' 9 9431 
199 427 200 897 499 898 10421' 43 10422 
207 3 209 899' 33459 901 13164' 5 13165 
208 3369 213 931 669 933 24990' 15 24995 
241 535 242 947' 57571 948 34346' 3 34350 
245' 58059 247 999 13 1000 39177' 9 39186 

P14 = 12079910333441, P15a = 926510094425921, P15b = 138424618868737 
P19 = 3913786281514524929, P21a = 153849834853910661121 
P21b = 891206124520373602817, P21c = 100512627347897906177 
P31 = 1716841910146256242328924544641 

, This item is taken from Harvey Dubner and Wilfrid Keller, "Factors of Generalized Fermat 
Numbers," Math. Compo (to appear). 
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Table 12. Prime Factors p = k . 2n + 1 of 32~ + 22m 

m k n m k n m k 

1 3 2 16 609 19 114 177 
2 3 5 16 30041 17 126 5 
3 1 4 17 103947 19 133 651 
3 25 4 19 7 20 144 323 
4 95 5 19 13 20 150 4413 
4 443 5 19 8908665 21 153 363 
5 9 7 20 11 21 164 131 
5 P13a 21 343191 23 179 7525 
6 3 8 22 27015 24 204 87 
6 952341149 7 23 6331 24 206 3 
6 P17 23 4130547 26 208 11 
7 1 8 24 5103 26 212 3071 
7 P59 24 1041423 28 243 691 
8 35265 11 27 909 29 264 1941 
8 335156319 10 32 65487 39 27.5 145 
8 P13b 33 2908041 35 289 37 
8 P13c 35 776305 36 2910 59 
8 P31 35 35837683 36 301 2779 
8 P48 37 3 41 319 7 
9 3949 10 38 9 43 332 63 
9 P14 38 21 41 349 1167 
9 P15 44 70321455 47 3510 3 

10 P13d 47 105493 48 465 517 
11 76353 13 48 45064263 50 4710 17 
12 35 13 54 1813961 55 613 3411 
12 221 13 64 9 67 634 275 
14 21 17 64 10439 65 648 23 
14 56223885 16 76 515 77 676 987 
14 195051857 15 77 25 78 717 1477 
15 1 16 77 48351 79 8510 3221 
15 5311 16 83 135 85 984 5909 
15 289149 19 93 192552207 96 

P13a = 1607133116929, P13b = 2226198380033, P13c = 3376663028737 
P13d = 2330249132033, P14 = 57987375533057, P15 = 406297848379393 
P 17 = 366295381 45348481 
P31 = 1839605176202823817996787333633 
P48 = 405549420455750246193993361998354279613273199617 

n 

116 
127 
135 
145 
152 
157 
165 
180 
207 
209 
209 
213 
244 
267 
276 
290 
291 
302 
320 
334 
352 
353 
466 
471 
616 
635 
649 
678 
718 
851 
985 

P 59 = 4587620458264040144 56078332 44277975 11339173 1388650867226881 
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Table 13. Prime Factors p = k . 2n + 1 of 42'" + 32'" 

m k n m k n 

1 1 2 25 374295 27 
2 21 4 25 479462125 26 
3 1 4 27 145 28 
3 265 4 27 7631787 32 
4 67781469 6 27 438285595 28 
5 187 6 28 59143721 29 
5 P16 30 35825 31 
6 1317 8 33 7389403 34 
6 P34 34 5919639 37 
7 1 8 35 4796733 40 
7 P75 38 3 41 
9 51754639 10 38 39 42 
9 P14 39 21 41 

10 9 14 39 5011 40 
11 3421 12 41 484239 46 
11 162711093 13 42 382863 45 
12 1467 15 44 III 47 
12 409083 17 50 4090857 54 
14 165 17 55 28273 56 
15 1 16 56 61876493 57 
16 449 17 57 5311219 58 
16 683 17 58 339 62 
16 1469 17 64 9 67 
16 431164701 23 64 3063 66 
18 497 19 65 3049 66 
19 13 20 65 23959 66 
19 201412827 24 71 595 72 
20 69745353 22 74 406046561 75 
20 514766667 23 80 1039305 82 
24 145977549 34 80 14258615 81 
25 7 26 82 13287 84 
25 2467 26 84 5 85 

P14 = 59577991748609, P16 = 1541364950613953 
P34 = 1009281751473729386230842057136129 

m k 

85 502737 
93 1087 
94 1255901 
97 243794875 
98 75 

119 5437 
121 471 
126 5 
130 1421 
132 635 
169 295 
184 57 
185 5061 
189 7 
204 65 
207 3 
210 11 
221 277 
241 469 
266 5391 
267 81 
298 71 
319 7 
332 143 
434 5087 
598 87 
704 71 
725 1605 
759 403 
858 195 

P75 = 450552876409790689547687014580821320521956599525911-
39967964 66003258 91979521 
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88 
94 
95 
98 

102 
120 
123 
127 
131 
133 
170 
190 
189 
190 
205 
209 
211 
222 
242 
268 
271 
299 
320 
333 
435 
602 
705 
727 
760 
860 



FACfORS OF 52" + 1 

Table 14. Prime Factors p = k . 2n + 1 of (52'" + 1) /2 

m k n m k n m k n 

1 3 2 33 3859207 38 151l 749 153 
2 39 3 34 909 35 163 345 166 
3 1 4 36 5 39 171 7 174 
3 359 5 38 2465247 39 176' 35945 179 
4 81 5 38 3903309 41 188 3 189 
4 459735 6 39 267 40 205 9 206 
5 5 7 40 21 41 208 3 209 
5 1172953 6 40 119 45 212 67 214 
5 945042975 8 41 11 43 245* 28685 253 
6 3 8 44 6213 45 270 177 271 
6 P13 45 65 47 288 33 289 
6 P30 49 642084021 51 288 41 289 
7 1 8 50 417 51 348 2545 350 
7 P26 50 1005197 51 370 197 371 
7 P62 51 459 53 379 297 380 
8 1617 10 53 5 55 406 3 408 
8 P18 54 13093 56 435 155 437 
8 P22 58 129 59 470 17 471 
9 19 10 60 596155 62 503 127 504 
9 23053 10 62 249069 63 5310 7607 531 

11 367 12 63 9284291 67 576' 14515 580 
11 4491 12 65 3 66 579' 17007 580 
13 5 15 65 33 66 626 449 627 
15 1 16 66 9 67 630 99 631 
16 303 17 72 246441 73 635 1387 636 
17 3 18 73 5 75 677 6525 679 
17 1107 22 73 537090101 75 712 5051 713 
17 179859 18 77 14983 78 718 57 719 
18 27 19 82 5 85 793 183 794 
19 7 20 89 121212265 94 826 33 828 
19 3155 21 93 424635 96 828 7 830 
23 5 25 97 495279 98 852 175 856 
23 326895 26 99 361 100 892 15 900 
24 37 26 106 7359 107 895 1905 897 
25 1173463 28 125 5 127 1370' 1785 1375 
26 3730559 29 127 III 128 1540' 293 1541 
27 6537427 30 141' 41719 142 170S' 239 1709 
28 36159485 31 146 17 147 1780' 67 1782 
32 355 34 147 3125 149 178S' 321 1787 
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TABLES 

Table 14. Prime Factors p = k· 2n + 1 of (52'" + 1) /2 (cont.) 

m k n m k n m k 

1803' 7 1804 33IO- 5 3313 13161" 5 
1945" 5 1947 3473' 125 3475 13902' 9 
2147' 855 2151 3910' 3 3912 16695" 7 
2206' 3 2208 6837' 19 6838 17033' 19 
2804' 3 2816 8059' 39 8061 20908' 3 
3022' 63 3024 8409' 41 8411 23471' 5 
3162' 3 3168 9194' 59 9195 

P13 = 3666499598927 P18 = 101199664791578113 
P22 = 45635664302206 14493697 P26 = 23653200983830003298459393 
P30 = 192265913565287483902451328002 
P62 = 483434354506617471455970904384532844319339885089449176-

04826626 

n 

13165 
13903 
16696 
17034 
20909 
23473 

'This item is taken from Harvey Dubner and Wilfrid Keller, "Factors of Generalized Fermat 
Numbers," Math. Comp., (to appear). 

Here are the values of the P xx's in Table 18 on p. 424: 

P14 = 96479889653761, P17 = 19854979505843329 
P18 = 447183309836853377, P22 = 2339340566463317436161 
P23 = 28753787197056661026689, P25 = 2983028405608735541756929 
P29 = 18247770097021321924017185281 
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Table 15. Prime Factors p = k . 2n + 1 of 52m + 22m 

m k n m k n m k 

1 7 2 22 5 25 124 11 
2 5 7 26 315 32 132 5145 
3 1 4 26 46663867 30 136 3405 
3 1437 4 28 21843 29 139 43 
4 3 5 28 8756025 30 146 17 
4 49158491 5 29 3 30 146 3125 
5 3 6 29 274003 32 163 1289 
5 1603 6 33 3 36 192 111 
5 P16 33 5 39 200 3 
6 P12 38 8795 41 201 885 
6 P34 38 1383557 39 208 3 
7 1 8 38 2250249 39 208 11 
7 225 9 40 21 41 270 177 
7 597 8 41 19993 42 273 3 
7 309691 8 41 99334575 44 287 7209 
7 P22a 46 35 49 302 853 
7 P48 48 47513 49 321 501 
8 413 9 50 17 51 340 23 
8 1941 9 57 555 60 352 3 
8 P15 61 19436985 64 434 5233 
8 P22b 63 524381925 66 437 3 
9 3 12 66 9 67 439 25 

11 1267 12 71 5 75 450 135 
12 669933 13 75 2919 77 460 183 
13 41655 15 76 181290555 78 482 77 
13 11393949 14 77 2105865 79 533 3 
14 403 16 83 19647 84 578 687 
15 1 16 86 4104135 90 729 709 
18 179 19 91 7 92 742 25 
19 612606147 22 107 37 110 752 221 
20 55 22 110 15 112 811 8737 
20 13988783 21 118 5 127 
20 68976685 24 120 1869 125 

P12 = 274568286337, P15 = 215579097177089, P16 = 1175885676400129 
P22a = 2076762034602227299841, P22b = 1366655753051261778433 
P34 = 19743761869766249769742300 15921793 
P48 = 394456169989551214780703633628899655319959827713 

421 

n 

125 
134 
141 
144 
147 
149 
165 
193 
201 
203 
209 
209 
271 
276 
289 
304 
323 
341 
353 
436 
438 
448 
452 
464 
483 
534 
579 
730 
748 
753 
812 



TABLES 

Table 16. Prime Factors p = k ·2n + 1 of (S2m + 32m ) /2 

m k n m k n m k 

1 1 4 25 147875703 26 93 85 
2 11 5 26 33 28 98 48255 
3 3103 6 27 13 28 121 479 
4 3 5 28 3363 29 126 5 
4 24586169 5 29 24713 33 131 4845 
5 140427 10 30 1401 35 136 1039 
5 P14 30 176883 32 151 131 
6 1 8 32 5679499 34 183 25 
6 2268125 7 34 331 36 187 13 
6 P34 35 121737 36 188 3 
7 15 9 36 34085055 39 188 57 
7 141 8 38 93778751 39 189 7 
7 1015 8 39 584998045 40 206 11 

7 83751 8 39 719244141 40 208 3 
7 103735 8 40 21 41 227 115 
7 P61 41 731040737 43 232 67 
9 31048859 11 46 10961 47 276 2023 

11 1243 14 46 37607315 47 322 6035 
12 561 13 53 333 54 352 3 
14 1 16 53 3613763 61 367 197 
14 35 15 54 5 55 380 981 
14 4233447 15 54 504777 55 406 3 
16 46151091 17 56 29 57 649 591 
17 3 18 57 548467 60 662 9 
17 196861263 20 62 5019 63 785 599 
18 41 19 65 3 66 793 183 
18 983535 21 66 9 67 795 1611 
21 704154273 24 72 48057 74 823 143 
22 393 24 75 16795 76 857 7345 
24 27 26 81 6284057 83 896 15 
25 103 30 90 4149945 93 928 887 

P 14 = 80957968182017 
P34 = 3632789233881076244813676034342529 
P61 = 35821 084158205420800845791659686744842677019632207505-

96627457 

422 

n 

94 
100 
123 
127 
139 
138 
153 
184 
188 
189 
190 
190 
209 
209 
228 
236 
282 
323 
353 
371 
381 
408 
651 
663 
787 
794 
796 
825 
858 
900 
931 



FACfORS OF 52"' + 42'" 

Table 17. Prime Factors p = k ·2n + 1 of 52'" + 42'" 

m k n m k 

1 5 3 25 5181 
2 55 4 26 6949215 
3 1 4 36 5 
3 1677 4 36 6939373 
4 75 6 36 182363861 
4 127645 8 37 8798631 
5 5 7 40 21 
5 93 6 40 11711 
5 468171 7 41 9 
5 1592193 6 41 49 
6 P13a 42 9 
6 P33 43 7611 
7 1 8 45 80799 
7 P13b 47 295 
7 P75 47 177309 
8 43 12 48 369 
8 4911 9 48 927 
8 435745 10 48 2551731 

10 5 13 49 20749 
10 9 11 60 779967 
11 9 17 61 21995 
13 434511 15 62 9 
14 1479 15 66 9 
15 1 16 69 1519 
16 11691 17 70 95079 
17 318169 18 73 5 
18 460697 19 76 1537 
20 303 21 81 4411485 
20 462891 21 83 135 
23 5 25 85 3651315 

P13a = 1699132282369, P13b = 1719885157889 
P33 = 319046040234900998188151306914049 

n m k 

27 86 409116489 
28 91 260955 
39 93 69425 
40 94 18297 
37 94 36645 
39 94 22506429 
41 95 120513517 
43 107 615 
42 125 5 
42 128 595 
43 142 519 
44 146 17 
46 147 3125 
52 178 147 
49 188 7 
61 188 57 
50 208 3 
49 210 9 
50 211 41 
62 242 29 
63 270 177 
63 298 177 
67 349 161 
70 365 19 
73 449 5991 
75 452 33 
78 501 1783 
84 597 949 
85 694 5049 
87 927 421 

P75 = 664 856597964527775591232190673009405184495378793489-
594446703567585557440257 

423 

n 

87 
93 
97 
95 
98 
95 
96 

109 
127 
130 
145 
147 
149 
179 
190 
190 
209 
211 
215 
245 
271 
299 
351 
366 
451 
453 
502 
598 
697 
928 



TABLES 

Table 18, Prime Factors p = k . 2n + 1 of 62'" + 1 

m k n m k n m k n 

1 9 2 35 3 41 197' 119361 199 
2 81 4 35 2601 40 201 7225 202 
3 1 4 35' 60727 36 203 3 209 
3 6175 4 36 21 41 244 237 247 
4 11 5 39 2517 43 261 55 262 
4 53 5 40 191 41 275' 117007 276 
4 4599 10 40 567915 43 298 267 300 
5 43 6 42 9360659 43 319 7 320 
5 2275 6 43 11735157 48 342' 26247 346 
5 P17 44 8249 45 344' 41139 347 
6 2405301 II 47 712687 48 370 5309 371 
6 P18 50 1025 51 373 1093 374 
6 P23 56 509471 57 380 105 382 
7 1 8 57 75 60 389 7 390 
7 2983 8 61 9643 62 403' 16521 405 
7 196513 8 61 592491 63 431 7 432 
7 6232629 9 63 9 65 641' 15295 642 
7 P22 64 9 67 662 891 664 
7 P25 66 8699 67 829 7 830 
7 P29 78 357 80 1379' 81 1384 
8 9 11 79 2126397 83 1420' 357 1422 
9 79 10 84 1169 85 1675' 921 1680 
9 1641 II 85 903 89 2294' 9 2297 

10 45903 13 90 9618969 93 2973' 43 2974 
10 447425285 II 92 955085 93 2992' 185 2993 
11' P14 96 341591 97 3903' 25 3904 
15 1 16 96 4160015 97 4437' 19 4438 
19 13 20 98 130893 100 4542' II 4543 
21 6292737 23 98 2120097 100 4642' 21 4644 
22 3484503 24 113 141 117 4686' 5 4687 

23 2426623 24 118' 136811 119 4726' 29 4727 
25 37 26 126 5 127 6341' 33 6346 
25 1137 27 126 II 127 6801' 15 6804 
25 4725 28 156' 455585 157 6978' 21 6981 
27 193 28 166 191 167 7964' 9 7967 
32 1670619 35 179' 211411 180 9429' 9 9431 
33 21195 35 187 13 188 22385' 7 22386 

For the values of P xx, see p. 420. 
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FACTORS OF 62"' + 52"' 

Table 19. Prime Factors p = k . 2n + 1 of 62"' + 52'" 

m k n m k 

1 15 2 17 32760849 
2 1 4 18 11 
2 7 4 18 216699601 
3 64695 5 20 33 
4 726000439 12 20 1069 
5 3 6 20 32061 
5 9 6 20 43086521 
5 5957 11 23 2733627 
5 10083 6 25 37 
5 142255 6 25 228342031 
6 1 8 27 49 
6 P13 28 335 
6 P36 29 3 
7 13 8 33 3 
7 16121 9 36 66943 
7 3035263 10 38 25681 
7 P14 40 21 
7 P32 40 531 
7 P35 41 72907 
9 3 12 42 9 
9 9955 10 42 38671 

10 24219843 12 43 73 
12 33 13 47 2175 
12 45 14 48 5751 
12 9771 13 54 105 
12 147547 16 56 29 
12 7884645 14 56 9255 
12 99033307 16 56 28733 
13 9 14 59 53293 
13 63 14 59 2226147 
13 378307509 14 63 25 
14 1 16 64 2729 
14 1246369 18 66 9 
14 45628443 16 69 74689 
16 238485 18 69 480579 

p13 = 1189782673537, P14 = 29759533890817 
P32 = 28232308 132114188879656724422657 

n 

18 
19 
20 
21 
22 
21 
25 
24 
26 
28 
30 
29 
30 
36 
38 
40 
41 
41 
44 
43 
44 
44 
51 
51 
61 
57 
58 
61 
60 
60 
64 
67 
67 
74 
70 

P35 = 5591334410679624740 1204263131719169 
P36 = 207149065298675818568214979118531969 

425 

m k 

73 67 
75 119187 
77 186175 
78 562521675 
82 135 
91 47683 
92 33 

110 4571 
126 5 
158 221 
182 21 
186 555 
200 3 
201 1717 
208 3 
251 43 
273 3 
274 27 
295 1497 
315 13 
330 125 
345 1765 
347 201 
371 357 
437 3 
468 1663 
533 3 
566 1475 
646 1211 
660 1895 
781 9 
786 331 
829 7 

n 

74 
78 
78 
80 
85 
92 
93 

113 
127 
161 
187 
189 
201 
202 
209 
252 
276 
275 
298 
316 
331 
346 
348 
372 
438 
470 
534 
567 
647 
661 
782 
788 
830 



TABLES 

Table 20. Prime Factors p = k . 2n + 1 of 102'" + 1 

m k n m k n m k n 

1 25 2 19 101439 21 143 841 144 
2 9 3 19 12838857 20 143 3125 149 
2 17 3 20 5 25 146 17 147 
3 1 4 22 6061953 24 157 43 158 
3 367647 4 26 17 27 168 285 171 
4 11 5 28 308122623 29 179 7 180 
4 7 6 29 49 30 181' 679731 183 
4 5 7 29 135 31 182 227 183 
4 11 7 30 266443839 31 183 13 188 
4 2183 5 35 5 39 185 21 187 
5 155 7 37 287443 38 190 1637 191 
5 15253 6 39 52731 40 195' 154865 201 
5 96679 6 40 21 41 2oo 267 202 
5 P15 40 115 42 206 87 207 
6 9882899 7 41 39 42 208 3 209 
6 P23 46 24867885 48 215' 143277 216 
6 P33 48 25 52 222' 64619 225 
7 1 8 50 849 51 226 1707 227 
7 15 10 54 35535 57 243 2661 244 
7 1771 8 54 3397839 57 260' 19887 262 
7 P116 58 45 60 270 177 271 
8 21 9 58 8264469 59 284 701 291 
8 16121 9 62 9 63 324 1283 325 
8 1162719 13 64 63 65 380 23 381 
8 142913093 9 66 9 67 388 101 389 
8 P225 68 15533 69 461 4963 462 
9 1479 10 69 21573 70 550 9103 552 
9 294999 10 72 5 75 551' 36181 552 

11 13050269 13 80 1155045 83 615 7 616 
11' P16 81 13 82 625 63 626 
11' P19 88 14603 89 724' 26085 731 
12 56021 13 91 4695 93 749 459 750 
12' P18 93 1718239 93 842 1273 844 
15 1 16 99 3957 loo 892 627 894 
15 11 19 102 43 104 939' 22717 940 
16 63 17 102' 460745 105 990 95 993 
17 335 19 122 755 125 1104' 1551 1105 
18 305 21 124 5 127 1139' 1055 1141 
19 67 20 142 29 143 1147' 67 1148 
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FACTORS OF 122'" + 1 

Table 20. Prime Factors p = k . 2n + 1 of 102'" + 1 (cont.) 

m k n m k n m 

1190' 299 1191 2686' 647 2687 7926' 
1286' 207 1287 2731' 97 2732 7966-
1370' 935 1373 3306' 5 3313 9960-
1402' 539 1403 3353' 9 3354 23467' 
1628' 65 1631 3473' 273 3474 28276-
1676' 123 1677 5147' 25 5152 38005* 
1919' 89 1921 6612' 7 6614 44684-
1944- 5 1947 6837' 19 6838 
1960- 23 1961 6903' 95 6905 

P15 = 834427406578561, P16 = 3835256936681473 
P18 = 728157653661622273, P19 = 9027276203313319937 
P23 = 15343168188889137818369 
P33 = 515217525265213267447869906815873 

k 

29 
9 

113 
5 

11 

13 
3 

n 

7927 
7967 
9961 

23473 
28277 
38008 
44685 

-This item is taken from Harvey Dubner and Wilfrid Keller, "Factors of Generalized Fermat 
Numbers," Math. Compo (to appear). 

Table 21. Prime Factors of p = k . 2" + 1 of 122m + 1 

m k n m k n m k n 

1 1 2 10 3187781 11 29 49 30 
I 7 2 11 421 12 30 63591 32 
2 11 3 11 1111 12 33 634937545 34 
2 29 3 11 19473 13 38 3 41 
3 1 4 12 5 13 39 21 41 
3 3 5 12 345 15 40 15 44 
3 16297 4 12 9479 13 40 123 46 
4 4811 5 14 5 15 40 318471 43 
4 P13 15 1 16 42 11 43 
5 3 8 16 1537305 18 45 13143187 46 
5 P32 18 11 19 51 7 52 
6 141 8 18 41 19 56 6071 57 
6 635 7 18 141 20 58 1125 60 
6 543905 7 19 13 20 63 26923 64 
6 P17 19 151 20 64 9 67 
6 P35 19 13011 21 64 215735 65 
7 I 8 21 51 25 66 1254537 70 
7 P136 21 1140867 23 68 4398833 69 
8 16121 9 23 491997 26 78 317928723 80 
8 576716099 9 26 327 30 86 81 89 
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TABLES 

Table 21. Prime Factors p = k . 2n + 1 of 122M + 1 (cont.) 

m k n m k n 

87 135 90 351 3 353 
91 7 92 408 113 409 

97 817399 98 485 283 486 

99 200041 100 513 15 517 
126 5 127 516 39 518 
126 1031 127 529 597 534 
127- 158721 129 556 6965 557 
129- 22839 133 578- 63963 580 
136- 30153 140 622 5525 623 
143 43 144 639- 13245 642 
143 8019 146 713 1233 716 
185 21 187 765* 17031 768 

202 2655 204 837 861 839 

204 9 211 966 957 972 

207 3 209 1010- 695 1011 

215 31 216 1052- 29 1053 
226 207 231 1178- 299 1179 

237 817 238 1243- 609 1245 

307 13 308 1310- 57 1312 

319 7 320 1310- 1053 1313 

334 2495 335 1348- 1781 1349 

P13 = 1200913648289, P17 = 73389730593973249 
P32 = 44450180997616192602560262634753 
P35 = 77941952137713139794518937770197249 

m k 

1540- 113 
1803- 7 
2288- 69 
2731- 21 
2811- 3 
2814- 129 
2872- 15 
3158- 129 
4343- 43 
4726- 29 
5946- 5 
6999- 145 
7926- 29 
8410- 41 
9429- 9 

20906- 3 
22601- 9 
26606- 5 
34222- 15 
42663- 3 

n 

1541 
1804 
2290 
2733 
2816 
2817 
2875 
3165 
4344 
4727 
5947 
7000 
7927 
8411 
9431 

20909 
22603 
26607 
34224 
42665 

-This item is taken from Harvey Dubner and Wilfrid Keller, "Factors of Generalized Fermat 
Numbers," Math. Compo (to appear). 

Note on the tables of generalized Fermat numbers. The very large double exponent 
numbers occurring in these tables are, as far as the author knows, among the largest precise 
numbers, occurring in all of mathematics. (There have occasionally been larger numbers 

,7 

defined, such as Skewes' number e" ,but the purpose of those numbers is mostly to serve 
as a limit in some estimation, and it could be changed a little, without any harm being done.) 
The largest number of this kind encountered so far, is the number 

N = 10244684 + I, having the factor 3· 244685 + 1. 

The number N, having 244684 + 1 > 1.67· 1013451 decimal digits, was tested by Harvey 
Dubner for the above factor, a prime found by Jeff Young. 
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QUADRATIC RESIDUES 

Table 22. Quadratic R.esidues: (a / p) = + 1, if p == I mod k 

a k 

-1 4 1 
2 8 ±1 

-2 8 1, 3 
3 12 ±1 

-3 6 1 
5 10 ±1 

-5 20 1, 3, 7, 9 
6 24 ±(1,5) 

-6 24 1, 5, 7, 11 
7 28 ±(1, 3, 9) 

-7 14 1,9, 11 
10 40 ±(1, 3, 9, 13) 

-10 40 1,7,9, 11, 13, 19,23,37 
11 44 ±(1, 5, 7, 9, 19) 

-11 22 1,3,5,9, 15 
13 26 ±(1, 3, 9) 

-13 52 1,7,9, 11, 15, 17, 19,25,29,31,47,49 
14 56 ±(1, 5, 9, 11, 13,25) 

-14 56 I, 3, 5, 9, 13, 15, 19, 23, 25, 27, 39, 45 
15 60 ±(1, 7, 11, 17) 

-15 30 I, 17, 19,23 
17 34 ±(1, 9, 13, 15) 

-17 68 1,3,7,9, 11, 13,21,23,25,27,31,33,39,49, .53, 63 
19 76 ±(1, 3, 5, 9, 15, 17,25,27,31) 

-19 38 1,5,7,9, 11, 17,23,25,35 
21 42 ±(1, 5, 17) 

-21 84 1,5, 11, 17, 19,23,25,31,37,41,55,71 
22 88 ±(1, 3, 7, 9, 13,21,25,27,29,39) 

-22 88 1,9, 13, 15, 19,21,23,25,29,31,35,43,47,49,51, 61, 71,81, 
83,85 

23 92 ±(1, 7, 9, 11, 13, 15, 19,25,29,41,43) 
-23 46 1, 3, 9, 13, 25, 27, 29, 31, 35, 39, 41 

26 104 ±(1, 5, 9, 11, 17, 19,21,23,25,37,45,49) 
-26 104 1,3,5,7,9, 15, 17,21,25,27,31,35,37,43,45,47,49,51,63, 

71,75,81,85,93 
29 58 ±(1, 5, 7, 9, 13, 23, 25) 

-29 116 1, 3, 5, 9, 11, 13, 15, 19,25, 27, 31, 33, 39, 43, 45, 47, 49, 53, 55, 
57, 65, 75, 79, 81, 93, 95, 99, 109 
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TABLES 

Table 22. Quadratic Residues: (a / p) = + I, if p == I mod k 

a k I 

30 120 ±(1, 7, 13, 17, 19, 29, 37, 49) 
-30 120 I, II, 13, 17,23,29,31,37,43,47,49,59,67,79, 101, II3 

31 124 ±(l, 3, 5, 9, II, 15,23,25,27,33,41,43,45,49,55) 
-31 62 1,5,7,9, 19,25,33,35,39,41,45,47,49,51,59 

33 66 ±(1, 17,25,29,31) 
-33 132 1,7, 17, 19,23,25,29,37,41,43,47,49,59,65,71,79,97, 101, 

119, 127 
34 136 

-34 136 

35 140 
-35 70 

37 74 
-37 148 

38 152 

-38 152 

39 156 
-39 78 

41 82 
-41 164 

42 168 
-42 168 

43 172 

-43 86 

46 184 

-46 184 

±(l, 3, 5, 9, II, 15,25,27,29,33,37,45,47,49,55,61) 
I, 5, 7, 9, 19, 23,25, 29, 31, 33,35, 37, 39,43,45,49, 59, 61, 63, 

67,71,79,81,83,89,95, 109, II5, 121, 123, 125, 133 
±(l,9, 13, 17, 19,23,29,31,33,43,59,67) 
1,3,9, 11, 13, 17,27,29,33,39,47,51 
±(l, 3, 7, 9, II, 21, 25, 27, 33) 
1,9, 15, 19,21,23,25,31,33,35,39,41,43,49,51,53,55,59, 

65,73,77,79,81,85,87,91, 101, 103, 119, 121, 131,135, 
137, 141, 143, 145 

±(l, 9, 11, 13, 15, 17,21,25,29,31,35,37,43,49,53,69,71, 
73) 

1,3,7,9, 13, 17,21,23,25,27,29,37,39,47,49,51,53,55,59, 
63,67,69,73,75,81,87,91,107, 109, Ill, 117, 119, 121, 
137, 141, 147 

±(1, 5, 7, 19,23,25,31,35,41,49,61,67) 
I, 5, II, 25, 41, 43, 47, 49, 55, 59, 61, 71 
±(1, 5, 9, 21, 23, 25, 31, 33, 37, 39) 
I, 3, 5, 7, 9, 11, 15, 19, 21, 25, 27, 33, 35, 37, 45, 47, 49, 55, 57, 

61,63,67,71. 73, 75, 77, 79, 81, 95, 99,105, 111. 113, 
121, 125, 133, 135, 141, 147, 151 

±(1, II, 13, 17, 19, 25, 29, 41, 47, 53, 61, 79) 
I, 13, 17,23,25,29,31,41,43,53,55,59,61,67,71,83,89,95, 

103, 121, 131, 149, 157, 163 
±(l, 3, 7, 9, 13, 17, 19,21,25,27,39,41,49,51,53,55,57,63, 

71, 75, 81) 
1,9, II, 13, 15, 17,21,23,25,31,35,41,47,49,53,57,59,67, 

79, 81, 83 
±(l, 3, 5,7,9, 15,21,25,27,35,37,41,45,49,53,59,61,63, 

73, 75, 79, 81) 
1,5,9, 11, 19,21,25,31,37,39,41,43,45,47,49,51,53,55, 

61, 67, 71, 73, 81, 83, 87, 91, 95, 99, 105, 107, 109, 119, 
121, 125, 127, 149, 151, 155, 157, 167, 169, 171, 177, 181 
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QUADRATIC RESIDUES 

Table 22. Quadratic Residues: (a / p) = + I, if p == I mod k 

a k I 

47 188 ±(l, 9, 11, 15, 17, 19, 21, 23, 25, 31. 35, 37, 39, 43, 49, 53, 61, 
65,67,81,87,89,91) 

-47 94 1. 3, 7, 9, 17,21,25,27,37,49,51,53,55,59,61,63,65,71,75, 
79, 81, 83, 89 

51 204 ±(l, 5, 7, 13, 25, 29, 31, 35, 41, 47, 49, 59, 65, 79. 83. 91) 
-51 102 1. 5. 11. 13, 19.23,25,29.41,43.49.55,65.67.71.95 

53 106 ±(l, 7, 9, II, 13. 15, 17, 25. 29, 37. 43. 47, 49) 
-53 212 1,3,9, 13. 17. 19.23,25,27.29,31.35,37.39,49.51.55,57, 

67, 69, 71, 75, 77, 79, 81, 83, 87, 89, 93, 97, 103, 105, 111, 
113. 117, 121, 127, 139, 147. 149. 151, 153. 165, 167, 169. 
171. 179, 191, 197.201, 205, 207 

55 220 ±(l, 3. 9. 13. 17. 19.23,27,39,47.49.51.57.67,69,73,79,81. 
89, 103) 

-55 110 1.7,9, 13, 17.31,43,49,57,59,63.69,71,73,81,83,87,89. 
91. 107 

57 114 ±(l. 7, 25, 29, 41, 43, 49, 53, 55) 
-57 228 1. II, 23, 25, 29, 31, 35, 41, 47, 49, 53, 61. 65, 67, 73, 79, 83, 85, 

89, 91, 103, 113, 119, 121, 127, 131, 151, 157, 169, 173, 
185, 191,211,215,221.223 

58 232 ±(1, 3, 7. 9, II, 19, 21, 23, 25, 27, 33. 37,43.49, 57. 61, 63, 65, 
69,71,75,77,81,85,99, 101, 103, Ill) 

-58 232 1. 9, 15,21,25,31,33,35,37,39,47,49,51. 55, 57, 59, 61, 65, 
67,69,77,79,81,83,85,91,95, 101, 107, 115, 119, 121, 
123, 127, 129, 133, 135, 139, 143, 157, 159, 161, 169, 179, 
187, 189, 191, 205, 209, 213, 215, 219, 221, 225, 227, 229 

59 236 ±(l, 5, 9, 11, 17,21,23,25,29,31,39,41,43,45,47,49,53,55, 
57,67,81,83,85,91,99,103, 105, Ill, 115) 

-59 118 1,3,5,7,9, 15, 17, 19,21,25,27,29,35,41,45,49,51,53,57, 
63, 71, 75, 79, 81, 85, 87, 95, 105, 107 

61 122 ±(l, 3, 5, 9, 13, 15, 19, 25, 27, 39, 41, 45, 47, 49, 57) 
-61 244 1,5,7,9, 11, 13,23,25,31,35,41,43,45,49,51,55,57,59,63, 

65, 67, 71, 73, 77, 79, 81, 87, 91, 97, 99, 109, Ill, 113, 
115, 117, 121, 125, 137, 139, 141, 143, 149, 151, 155, 159, 
161, 169, 175, 191, 197, 205, 207, 211, 215, 217, 223, 225, 
227, 229, 241 
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TABLES 

Table 22. Quadratic Residues: (a/ p) = + I, if p == I mod k 

a k I 

62 248 ±(1,9, 13, 15, 19,21,23,25,29,33,35,37,41,49,51,53,55, 
59,61,67,77,79,81,85,97, 107, 113, 117, 119, 121) 

-62 248 1,3,7,9, 11, 13,21,25,27,29,33,37,39,41,43,47,49,53,61, 
63, 71, 75, 77, 81, 83, 85, 87, 91, 95, 97, 99, 103, Ill, 113, 
115, 117, 121, 123, 129, 139, 141, 143, 147, 159, 169, 175, 
179, 181, 183, 189, 191, 193, 197,203,213,225,229,231, 
233, 243 

65 130 ±(I, 7, 9, 29, 33, 37, 47, 49,51,57,61,63) 
-65 260 1,3,9, 11, 19,23,27,29,31,33,37,43,49,57,59,61,69,71, 

73,81,87,93,97,99, 101, 103, 107, 111, 119, 121, 127, 
129, 137, 147, 151, 171, 177, 181, 183, 193, 197, 207, 209, 
213, 219, 239, 243, 253 

66 264 ±(1, 5, 13, 17, 19,25,31,41,43,49,53,59,61,65,85,95,97, 
103, 109, 125) 

-66 264 1,5,7, 13, 17,23,25,35,41,47,49,53,61,65,67,71,79,83, 
85,91,97, 107, 109, 115, 119, 125, 127, 131, 151, 161, 163, 
169, 175, 191,205,221,227,233,235,245 

67 268 ±(1, 3, 7, 9, 11, 17,21,25,27,29,31,33,37,43,49,51,63,65, 
73,75,77,79,81,87,89,93,95,99,111, 115, 119, 121, 
129) 

-67 134 1, 9, 15, 17, 19, 21, 23, 25, 29, 33, 35, 37, 39, 47, 49, 55, 59, 65, 
71,73,77,81,83,89,91,93, 103, 107, 121. 123, 127, 129, 
131 

69 138 ±(l, 5, 11, 13, 17,25,31,49,53,55,65) 
-69 276 1,5,7, 13, 17, 19,25,35,43,47,49,53,59,65,67,71,73,79, 

85,89,91,95, 103, 113, 119, 121, 125, 131, 133, 137, 149, 
167, 169, 175, 179, 193, 199, 215, 221, 235, 239, 245, 247, 
265 

70 280 ±(1, 3,9, 11, 17,23,27,31,33,37,51,53,61,69,73,81,83,93, 
97, 99, 101, 111, 121, 127) 

-70 280 1,9, 17, 19,33,37,39,43,47,53,59,61,67,69,71,73,79,81, 
87,93,97, 101, 103, 107, 121, 123, 131, 139, 143, 151, 153, 
163, 167, 169, 171, 181, 191, 197, 223, 229, 239, 249, 251, 
253, 257, 267, 269, 277 

71 284 ±(1, 5, 7, 9, 11,23,25,29,31,35,37,39,45,47,49,51,55,57, 
59,63,67,73,77,81,89,99, 101, 109, 115, 121, 123, 125, 
127, 129, 139) 

-71 142 1,3,5,9, 15, 19,25,27,29,37,43,45,49,57,73,75,71,79,81, 
83, 87, 89, 91, 95, 101, 103, 107, 109, Ill, 119, 121, 125, 
129, 131, 135 
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QUADRATIC RESIDUES 

Table 22. Quadratic Residues: (a / p) = + I, if p == I mod k 

a k I 

73 146 ±(1, 3, 9, 19, 23, 25, 27, 35, 37, 41, 49, 55, 57, 61, 65, 67, 69, 71) 
-73 292 1,7,9, 11, 15,25,31,37,39,41,43,47,49,51,57,59,61,63, 

65, 69, 77, 81, 83, 85, 87, 89, 95, 97, 99, 103, 105, 107, 
109, 115, 121, 131, 135, 137, 139, 145, 149, 151, 159, 163, 
165, 167, 169, 173, 175, 179, 181, 191, 199,201, 213, 217, 
221, 225, 237, 239, 247, 257, 259, 263, 265, 269, 271, 273, 
275, 279, 287, 289 

74 296 ±(l, 5, 7, 9, 13, 19, 25, 29, 33, 35, 41, 43, 45, 47, 49, 51, 59, 61, 
63,65,69,71,73,81,91,93,95, 109, 117, 1121, 125, 127, 
131, 133, 137, 145) 

-74 296 1,3,5,9, 11, 13, 15,23,25,27,29,31,33,39,41,45,49,55,61, 
65, 67, 69, 73, 75, 79, 81, 83, 87, 93, 99, 103, 107, 109, 
115, 117, 119, 121, 123, 125, 133, 135, 137, 139, 143, 145, 
147, 155, 165, 167, 169, 183, 191, 195, 199,201,205,207, 
211,219,225,233,237,239,243,245,249,253,261,275, 
277, 279, 289 

77 154 ±(1,9, 13, 15, 17, 19,23,25,37,41,53,61,67,71,73) 
-77 308 1,3,9, 13, 17,25,27,31,37,39,41,43,47,51,53,59,61,73, 

75, 79, 81, 93, 95, 101, 103, 107, Ill, 113, 115, 117, 123, 
127, 129, 137, 141, 145, 151, 153, 159, 169, 173, 177, 183, 
199,211,219,221,223,225,237,239,241,243,251,263, 
279, 285, 289, 293, 303 

78 312 ±(l, 7, 11,23,25,29,31,37,41,43,49,53,59,77,83,85,89, 
95, 101, 109, 121, 137, 139, 151) 

-78 312 I, 19,25,29,35,37,41. 47, 49, 53, 55, 67, 71, 77, 79, 85, 89, 101, 
103, 107, 109, 115, 119, 121, 127, 131, 137, 155, 161, 163, 
167, 173, 179, 187, 199, 215, 217, 229, 239, 251, 253, 269, 
281,289, 295, 301, 305, 307 

79 316 ±(l, 3, 5, 7, 9, 13, 15, 21, 25, 27, 35, 39,43,45,47,49,59, 63, 
65, 71, 73, 75, 81, 89, 91, 97, 101, 103, 105, 107, 117, 121, 
125, 127, 129, 135, 139, 141, 147) 

-79 158 1,5,9, 11, 13, 19,21,23,25,31,45,49,51,55,65,67,73,81, 
83, 87, 89, 95, 97, 99, 101, 105, 111, 115, 117, 119, 121, 
123, 125, 129, 131, 141, 143, 151, 155 

82 328 ±(l, 3, 9, 11, 13, 19,23,25,27,29,31,33,35,39,49,53,57,67, 
69,73,75,81,85,87,93,99, 101, 103, 105, 109, 113, 117, 
119, 121, 127, 143, 147, 149, 157, 159) 

-82 328 1,7,9, 13, 15,25,29,33,43,47,49,51,53,55,57,59,63,69, 
71,73,79,81,83,85,91,93,95, 101, 105, 107, 109, Ill, 
113, 115, 117, 121, 131, 135, 139, 149, 151, 155, 157, 163, 
167, 169, 175, 181, 183, 185, 187, 191, 195, 199,201,203, 
209,225,229,231,239,241,251,253,261,263,267,283, 
289,291,293,297,301,305,307,309,311,317,323,325 

433 



TABLES 

Table 22. Quadratic Residues: (a / p) = + I, if p == I mod k 

a k I 

83 332 ±(l,9, 15, 17, 19,21,25,29,33,35,37,39,41,43,47,49,55, 
61,65,67,69,71,77,79,81,91,93, 103, 107, 109, 113, 
115, 121, 135, 139, 143, 153, 155, 159, 161, 163) 

-83 166 1,3,7,9, ll, 17,21,23,25,27,29,31,33,37,41,49,51,59,61, 
63, 65, 69, 75, 77, 81, 87, 93, 95, 99, 109, Ill, 113, 119, 
121, 123, 127, 131, 147, 151, 153, 161 

85 170 ±(l, 3, 7, 9, 19, 21, 23, 27, 37, 49, 57, 59, 63, 69, 73, 81) 
-85 340 I, 9, II, 21, 31, 37, 39, 43, 47, 49, 57, 67, 69, 71, 73, 79, 81, 83, 

87,89,91,97,99, 101, 103, 113, 121, 123, 127, 131, 133, 
139, 149, 159, 161, 169, 173, 177, 183, 189, 193, 197, 199, 
203, 211, 223, 229, 231, 233, 247, 263, 277, 279, 281, 287, 
299,307,311,313,317,321,327,333,337 

86 344 ±(l, 5, 7, 9, ll, 17,25,29,35,37,39,41,45,49,55,57,59,61, 
63, 67, 69, 71, 77, 81, 83, 85, 93, 97, 99, 107, 119, 121, 
125, 139, 141, 145, 149, 151, 153, 157, 159, 169) 

-86 344 1,3,5,9, 15, 17, 19,23,25,27,29,31,37,41,45,47,49,51,57, 
61,69,75,77,79,81,85,87,91,93,95,97, 103, Ill, 115, 
121, 123, 125, 127, 131, 135, 141, 143, 145, 147, 149, 153, 
155, 157, 163, 167, 169, 171, 179, 183, 185, 193,205,207, 
211. 225, 227, 231. 235, 237, 239, 243, 245, 255, 261, 271, 
273,277,279,281,285,289,291,305,309,311,323,331, 
333, 337 

87 348 ±(1, 13, 17, 19, 23, 25, 31, 35, 41, 43, 49, 55, 59, 71, 77, 79, 83, 
89, 101, 107, 109, II3, 121, 127, 137, 163, 167, 169) 

-87 174 1,7, II, 13, 17,25,41,47,49,67,77,89,91,95, 101, 103, 109, 
113, 115, 119, 121, 131, 137, 139, 143, 151, 155, 169 

89 178 ±(l, 5, 9, II, 17, 21, 25, 39, 45, 47, 49, 53, 55, 57, 67, 69, 71, 73, 
79,81,85,87) 

-89 356 1,3,5,7,9, 15, 17, 19,21,23,25,27,31,35,43,45,49,51,53, 
57, 59, 63, 69, 73, 75, 81, 83, 85, 93, 95, 97, 103, 105, 109, 
115, 119, 121, 125, 127, 129, 133, 135, 143, 147, 151, 153, 
155, 157, 159, 161, 163, 169, 171, 173, 175, 177, 189, 191, 
207, 211, 215, 217, 219, 225, 233, 239, 243, 245, 249, 255, 
257,265,269,277,279,285,289,291,295,301,309,315, 
317, 319, 323, 327, 343, 345 

91 364 ±(l, 3, 5, 9, II, 15, 25, 27, 29, 33, 41, 45, 53, 55, 67, 71, 73, 75, 
81,87,89,97,99, 103, 113, 121, 123, 125, 131, 135, 139, 
145, 151, 159, 163, 165) 

-91 182 I, 5, 9, 19, 23, 25, 29, 31, 33,41,43,45,47,51, 53, 59, 73, 79, 
81,83,89,95,97,107, Ill, 113, 115, 121, 125, 127, 145, 
155, 165, 167, 171, 179 
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QUADRATIC RESIDUES 

Table 22. Quadratic Residues: (a / p) = + I, if p =, I mod k 

a k 

93 186 ±(1,7, 11, 17, 19,23,25,29,49,53,65,67,77" 83, 89) 
-93 372 I, 17,25,29,35,43,47,49,53,55,59,65,71,77,79,89,91,95. 

97. 107, 109, 115, 121, 127, 131, 133, 137, 139, 143, 151. 
157, 161, 169, 185, 191. 193, 197, 199,205,209,223,227, 
247,253,259,269,271,287,289,299,305,311,331,335, 
349, 353, 359, 361, 365, 367 

94 376 ±(l, 3, 5, 9, 13, 15, 17, 23, 25, 27, 29, 31, 39, 45, 49, 51, 59, 65, 
69, 75, 77, 81, 83, 85, 87, 89, 93, 97, 109, 115, 117, 121, 
125, 127, 131, 133, 135, 145, 147, 151, 153, 155, 167, 169, 
177, 181) 

-94 376 I, 5, 7, 9, 11, 13, 17, 19, 25, 29, 35,43,45,49, 55, 63, 65, 67, 69, 
71,77,79,81,85,89,91,93,95,97,99, 103, 107, 109, 
111, 117, 119, 121, 123, 125, 133, 139,143,145, 153, 159, 
163, 169. 171, 175, 177, 179, 181, 183. 187, 191,203,209, 
211,215.219.221,225,227,229,239,241,245,247,249, 
261,263,271.275,289,293,301,303.315,317,319,323, 
325, 335, 337, 339, 343, 345, 349, 353, 355, 361, 373 

95 380 ±(l, 7, 9, 13,23,31,33,37,43,47,49,51. 53, 59, 61, 63, 71, 79, 
81, 83, 87,91, 97, 101, 113, 117, 121, 123, 149, 151, 161, 
163, 169, 173, 179, 187) 

-95 190 1,3,9, 11, 13,27,33,37,39,49,53,61,67,81,.97,99, 101, 103, 
107, Ill, 113, 117, 119, 121, 127, 131, 139, 143, 147, 149, 
159, 161, 167, 169, 173, 183 

97 194 ±(l, 3, 9, 11, 25, 27, 31, 33, 35,43,47,49, 53, 61, 65, 73, 75, 79, 
81, 85, 89, 91, 93, 95) 

-97 388 I, 7, 9, 15, 19, 23, 25, 33, 39, 49, 51, 53, 55, 59, 61, 63, 65, 67, 
71, 73, 81, 83, 85, 87, 89, 93, 101, 105, 107, 109, Ill, 113, 
121, 123, 127, 129, 131, 133, 135, 139, 141, 143, 145, 155, 
161, 169, 171, 175, 179, 185, 187, 193, 197, 199,205,207, 
211,215,221,223,225,229,231,235,237,239,241,251, 
263,269.271,273,285,289,293,297,309,311,313,319, 
331, 341, 343, 345, 347, 351, 353, 357, 359, 361, 367, 371, 
375, 377. 383. 385 

101 202 ±(l. 5, 9, 13, 17. 19,21.23,25,31.33,37,43,45.47,49,65,71. 
77, 79, 81. 85. 87, 95, 97) 

-101 404 1.3.5,7,9, 11, 13, 15, 17,21,25,27,33,35,37,39,45,49,51, 
55, 59, 63, 65, 67, 75, 77, 81, 83, 85, 91, 97, 99, 103, 105, 
Ill, 117, 119, 121, 125, 127, 135, 137, 139, 143, 147, 151, 
153, 157, 163, 165, 167, 169, 175, 177, 181, 185, 187, 189, 
191, 193, 195, 197, 199,201,221,225.231,233,243,245, 
249, 255, 259, 263, 271, 273, 275, 281, 289, 291, 295, 297, 
309,311,315,317,325,331,333,335,343,347,351,357, 
361,363,373,375,381,385 
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TABLES 

Gauss' Formulas for Cyclotomic Polynomials. Let n be an odd, square-free integer> 3 
and <l>n(Z) the nth cyclotomic polynomial, as defined on p. 306. Then <l>n(Z) is of degree 
fP(n) and can be written in the form 

where An (Z) and Bn (z) have integer coefficients and are of degree fP(n) /2 and fP(n) /2 - 2, 
respectively. For example, 

An (z) and Bn (z) exhibit certain symmetric properties. Thus An (z) is symmetric if its degree 
is even, otherwise it is anti-symmetric. Bn (z) is symmetric in most cases. However, if n is 
composite and of the form 4k + 3, then Bn is anti-symmetric. As a result of these properties 
only half of the coefficients of An and Bn need to be displayed in Table 23 below. The above 
examples are described by 

7 A:2II-1-2 B: I II 

21 A: 2 - I 5 -7' 5 ... B: I - I I' - 1 I 

where a vertical bar is placed at the point of symmetry in the case of an even number of terms, 
and an asterisk indicates the symmetric term when the number of terms is odd. The terms 
following the points of symmetry serve as reminders of the change of sign for subsequent 
terms in the corresponding anti-symmetric cases. 

Table 23. 4<1>n(z) = A;(z) - (_I)(n-I)/2nz2 B;(z) 

n Coefficients of An (z) and Bn(z) 

5 A: 2 I' 2 B: I 

7 A: 2 I I - I -2 B: I I I 

II A: 21-212 ... B: 10 101 

13 A: 214-1'4 ... B: 101'01 

15 A: 2 - I - 4' - I ... B: I 0' - I 

17 A: 2 I 574' 7 ... B: I I I 2' I ... 
19 A: 2 I -4351-5 ... B: 10-1111 ... 

21 A: 2 - 1 5 - 7' 5 ... B: 1 - I I' - 1 1 
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GAUSS' FORMULAS FOR CYCLafOMIC POLYNOMIALS 

n Coefficients of A. (z) and B. (z) 

23 A:21-5-8-7-414 ... 

B:II0-1-21-2 .. . 

29 A: 2 1 8 - 3 1 - 2 3 9' 3 .. . 

B: 101 -1011'1 ... 

31 A: 21 -7 - 11 28 - 3 - 515 ... 

B: 11 -1 -201 -11-1 ... 

33 A: 2 - 1 85 2 14' 2 ... 

B: 10120'2 ... 

35 A: 2 - 1 - 9 13 - 5 - 13 24' - 13 ... 

B: 1 -1 -13 -30'3 ... 

37 A: 2 1 10 - 4 15 - 5 17 - 8 11 - 4' 11 ... 

B: 1 0 2 - 1 3 - 1 2 - 1 2' - 1 .. . 

39 A: 2 - 1 - 10 - 4 11 5 - 4' 5 .. . 

B: 10-2-110' -1 ... 

41 A: 2 1 11 16 14293022363420' 34 ... 

B: 1 1 2 4 3 4 6 4 4 6' 4 ... 

43 A: 2 1 - 10 6 16 - 20 - 4 27 - 15 - 7 17 1- 17 ... 

B: 10-222-413-3111 ... 

47 A: 21 - 11 - 17 - 9 6 29 37 20 - 2 - 16 - 11 III ... 

B: 11 -1 -3 -4 -31442 -11 -1 ... 

51 A : 2 - 1 - 13 20 5 - 463826 - 64' 26 ... 

B: 1 -1 -25 -2 -680' -8 ... 

53 A : 2 I 14 - 6 8 - 14 - 4 19 - 1224 - 9 - 11 27 - 25' 27 ... 

B: 1 0 2 - 2 0 0 - 1 4 - 2 1 1 - 3 5' - 3 ... 

55 A: 2 - 1 - 14 - 7 30 22 - 26 - 29 13 15 - 8' 15 ... 

B: 10 -3 -244 -3 -310' -1 ... 

57 A: 2 - 1 148 11 35 11 29388' 38 ... 

B: 1 0 2 3 1 5 3 2 6' 2 ... 

59 A : 2 1 - 1487 - 35 22 12 - 33 1823 - 29 14 18 - 29 I 29 ... 

B: 10 -23 -1 -44 -1 -431 -44 -11 -·1 ... 

61 A: 2116 -732 -2063 -3372 -5489 -6288 -8995 -81' 

95 ... 

B: 1 03 - 2 6 - 3 9 - 610 - 7 12 - 10 11 - 11 13' - II ... 
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Table 23, 4<11. (z) = A; (z) - (_1)(n-I)/2 nz2 B; (z) 

n Coefficients of An(z) and B.(z) 

65 A: 2 - 1 1685 37 - 6 6 43 - 30 22 44 - 34' 44 ... 

B: 1 0 2 3 - 1 4 2 - 3 6 0 - 2 8' - 2 ... 

67 A: 2 1 - 16933 - 44 - 1879 - 39 - 4875 - 35 - 1469 - 89 10 

1061 - 106 ... 

B: 1 0 - 3 3 4 - 8 1 9 - 8 - 1 7 - 8 5 5 - 14 8 I 8 ... 

69 A: 2 - 1 17 - 25 35 - 46 59 - 40 29 - 34 20 - 7' 20 ... 

B: 1 - 1 3 - 5 6 - 5 6 - 5 2 - 2 3' - 2 ... 

71 A: 2 1 - 17 - 26 - 5 31 58 64 60 33 - 29 - 89 - 106 - 91 - 70 

-44 - 16 - 3 I 3 ... 

B: 11 -2 -5 -5 -22611 1392 -3 -6 -8 -8 -71-7 ... 

73 A: 2 1 192861 106 158251 322442544 652 783868983 1050 1113 1164 

1156' 1164 ... 

B: 1 1 4 7 20 27 40 50 64 78 89 104 113 124 131 134 138' 134 ... 

77 A: 2 - 1 19 - 29 30 - 56 3523 - 50 103 - 141 94 - 18 - 57 145 

-189' 145 ... 

B: 1 - 1 3 - 6 4 - 3 1 8 - 13 13 - 1249 - 17 19' - 17 ... 

79 A: 21 - 19 - 29 24 69 4 - 64 1975 - 67 - 12581 166 - 60 - 137 

87 110 - 152 - 148 I 148 ... 

B: 1 1 - 3 - 6180 -7511 - 9 - 17 818 -7 - 13 14 14 

-181 - 18 ... 

83 A: 21 - 2011 20 - 65 5842 - 137 11547 - 223 18462 - 290 273 

44 - 343 319 7 - 348 I 348 ... 

B: 10 -34 -1 -812 -3 -1321 -7 -2030 -12 -2340 

-17 - 23 43 - 22 I - 22 ... 

85 A: 2 - 1 21 - 32 65 - 98159 - 189223 - 250 287 - 301331 - 377 

425 - 453 459' - 453 ... 

B: 1 -14 -712 -1521 -2528 -2933 -3741 -4549 -51' 

49 ... 

87 A: 2 - 1 - 22 - 10 47 44 - 7 - 25 - 52 - 64 38 101 17 - 46 

-46' - 46 ... 

B: 10 -4 -34532 -6 -101940' -4 ... 
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GAUSS' FORMULAS FOR CYCLOTOMIC POLYNOMIALS 

n Coefficients of An(z) and Bn(z) 

89 A: 2 1 233452 118 123 146237209 203 303 257 230 368 332 266 410 364 

242 365 333 198' 333 ... 

B: 1 1488 1520172529212936263444 30 34 44 27 27 40' 27 ... 

91 A: 2 - 1 - 2334 44 - 133 14233 - 176 - 226 342 100 - 385 22 
327 - 51 - 272 21 254' 21 ... 

B: 1 - 1 - 4 8 3 - 20 9 26 - 28 - 18 40 3 - 38 5 31 - 4 - 27 

0' 27 ... 

93 A: 2 - 1 23 - 34 59 - 91 104 - 85 41 11 - 52 65 - 34 - 13 74 

-109' 74 ... 

B: 1 -14 -79 -109 -5 -16 -743 -89' -8 ... 

95 A: 2 - 1 - 24 - 12 40 67 49 - 24 - 87 - 95 - 83 .- 16 61 88 100 
624 - 69 - 122' - 69 ... 

B: 1 0 - 4 - 4 1 7 10 5 - 1 - 7 - 12 - 9 - 4 2 8 10 9 0' - 9 ... 

97 A: 2 1 253793 171 278466 6439361219 1556 1960 2295 2750 3111 3520 

39304225463248465114530253475468' 5347 ... 

B: 1 159173044 69 92125160 194239274319358394437462498 

518534551 546' 551 ... 

101 A: 2 1 26 - 1240 - 6533940 49 - 110 - 4 13 63 86 - 166 - 3 6 

9077 - 185 19537666 - 206' 66 ... 

B: 1 04 - 43 - 5 5 6 - 3 0 - 10 5 11 - 4 0 - 15 8 12 - 5 - 1 

-13 11 14 - 10 0' - 10 ... 

103 A: 2 1 - 25 - 38 44 122 26 - 123 - 96 - 22 10 150 221 - 45 - 334 

-213 93 269 293 82 - 296 - 441 - 129297426 195 I - 195 

B: 1 1 - 4 - 8 2147 - 6 - 8 - 10 - 10 13 318 - 25 - 29 - 11 

13 36 30 - 11 - 43 - 33 6 37 1 37 ... 

105 A: 2 1 273987 164 226 332 433507587637638' 637 ... 

B: 1 1 59 14243241 51 5761 64' 61 ... 

107 A: 2 1 - 26 1439 - 104 83 100 - 254 200 83 - 412372 12 - 447563 

-120 - 406 598 - 285 - 318 515 - 253 - 194403 -78 

-2371237 ... 

B: 1 0 - 4 5 0 - 13 18 - 2 - 22 35 - 14 - 28 48 - 31 - 21 58 

-42 - 6 53 - 48 - 1 37 - 38 - 3 32 - 15 I - 15 ... 
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Table 23. 4cl>.(z) = A;(z) - (-I)(n-I)/2nz2B;(z) 

n Coefficients of A.(z) and B.(z) 

109 A: 2128 - 13 84 -77211 - 170372 - 339 599 - 543883 - 874 
1236 - 1225 1603 - 1634 1966 - 2004 2308 - 2408 2631 

-26892842 - 2909 2947 - 2931' 2947 ... 

B: 1 05 - 4 13 - 11 28 - 24 45 - 41 71 - 67 100 - 100 137 - 137 

170 - 174206 - 212 236 - 245 265 - 270 277 - 281 285' 
-281 ... 

III A: 2 - 1 - 28 - 13 74 77 - 49 - 76 17 - 4 - 67241 - 37 - 46 5 

144786' 47 ... 

B: 10 -5 -479 -2 -34 -1 -613 -4 -5 -4 -50'5 ... 

113 A: 2 1 294380185 179255345 19428627378301 262 193473376353 
537436431583504 437539370292424' 292 ... 

B: 1 1 5 10 11 232521 3420 153011 223923404733465141 505335 

40 3822' 38 ... 

115 A: 2 - 1 - 29 43 70 - 203 19 391 - 357 - 290 692 - 236 - 499 

698 - 280 - 398 869 - 569 - 462 1165 - 648 - 601 

1246' - 601 ... 

B: 1 - 1 - 5 10 5 - 29 1537 - 52 - 6 64 - 49 - 1462 - 62 5 75 

-92796 - 101 0' 101 ... 

119 A: 2 - 1 - 30 - 1565 10549 - 54 - 127 - 170 - 169 - 61 112 

203 1568326768 139 15045 - 134 - 282 - 336' - 282 ... 

B: 1 0 - 5 - 5 3 11 1270 - 11 - 21 - 20 - 747 6 1 - 2 3 1425 

26160' - 16 ... 

123 A: 2 - 1 - 31 4759 - 226 158293 - 682 329 701 - 1354614 1142 

-2137 1004 1469 - 2794 1370 1559 - 3046' 1559 ... 

B: 1 - 1 - 5 11 0 - 28378 - 75 79 18 - 136 13621 - 196 195 14 

-234 233 0' - 233 ... 

127 A: 21 - 31 - 477019026 - 248 - 16945 11 74399242 - 447 

-5213919134374498 - 294 -778 - 231258136319513 

-79 - 636 - 346 16 I - 16 ... 

B: 1 1 - 5 - 10 422 10 - 15 - 13 - 5 - 18 - 344 39 - 23 - 39 
-7 -12 -163866 -2 -53 -26 -10 -15256316 

-32 - 24 I - 24 ... 
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GAUSS' FORMULAS FOR CYCLOTOMIC POLYNOMIALS 

Table 23, 4<1>n(Z) = A~(z) - (_1)(n-I)/2nz2B;(.~) 

n Coefficients of An (Z) and Bn (z) 

129 A: 2 - 1 32 1774152143299 425458653866 872 1091 1331 1277 1502 

1658 15921754 1802 1712' 1802 ... 

B: 1056821 2331 505764 90 97 101 129 130 134 154 150 152 162' 

152 ... 

131 A: 21 - 32 1764 - 15279 195 - 333 144 294 - 42265390 - 438 

22357 - 374 124169 - 297 206 112 - 460 4112 16 - 468 414 
37 - 386 306 94 - 411 1411 ... 

B: 1 0 - 562 - 19 195 - 32 28 12 - 39 24 20 - 4223 10 - 28 23 

-1 - 2234 - 12 - 28 48 - 24 - 22 37 - 12 - 26 38 

-171 - 17 ... 

133 A: 2 - 1 33 - 50135 - 238 420 - 600 783 - 982 1098 - 1139 1078 

-987 940 - 827 817 - 792 870 - 909 850 - 776 576 - 393 
139100 - 216 311' - 216 ... 

B: 1 - 1 6 - 11 22 - 34 52 - 71 84 - 94 97 - 96 89 - 76 73 - 69 
74 -7475 -7666 -5431 -11 -622 -23' 22 ... 

137 A: 2 1 3552 114267279445597404 603 532 213 600 422344 847 536 
582783486631 763940 1046 1184 1372 895 994 906 384 970 

805716 1326' 716 ... 

B: 1 161215333737583734531840 60 3166 62 3960 53617698 

106 90 111 72 52 844073 100 56' 100 ... 

139 A: 21 - 3418120 - 170 - 179499 - 10 - 828520787 - 1047 

-285 1140 - 288 - 696 461 120 - 88 81 - 467286727 

-988 - 3901494 - 387 - 1435 1051 869 - 1165 - 328 730 

2901 - 290 ... 

B: 10 - 6 614 - 27 - 11 58 - 20 -746949 - 99 2 82 - 38 

-3328 -417 -3 -565354 -110 -2131 -65 -101 

101 47 - 84 - 2040 1 40 ... 

141 A : 2 - 1 35 - 52 125 - 226 338 - 382 503 - 535542 - 595749 

-8381019 - 1204 1295 - 1372 1466 - 1456 1451 - 1564 

1547 - 1504' 1547 ... 

B: 1 - 1 6 - 11 18 - 26 38 - 39 43 - 48 53 - 57 74 - 87 98 
-111 118 - 118 124 - 129 124 - 129 134' -- 129 ... 
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TABLES 

Table 23, 4<11. (z) = A; (z) - (-1)(n-I)/2nz2 B,;(z) 

n Coefficients of A.(z) and B.(z) 

143 A: 2 -1 - 36 - 1896 15379 - 132 - 429 - 429 0 508 747 361 

-387 - 703 - 351402841 287 - 704 - 1144 - 581 648 

1307724 - 474 - 1186 - 662 529 1104' 529 ... 

B: 1 0 - 6 - 6 5 17 24 9 - 29 - 52 - 38 9 59 55 I - 49 - 52 II 77 

66 - 12 - 93 - 96 - 5 86 94 12 - 80 - 83 0' 83 ... 

145 A: 2 - I 36 18 120 172 309 546 728121515322184 2826 3513 4495 5277 

6414735684289530 10442 11489 12291 13098 13745 14252 

14669 14871 14968' 14871 ... 

B: I 066162740 70 89 138 176232301 361451 522616702784876947 

1025 10861141 1186 1215 1237 1242' 1237 ... 

149 A: 2 1 38 - 1896 - 152 109 - 101 194 117 - 90 - 113 - 40 - 27 

554 -27951 -323 -45462 -4 -160 -48 -481631 

-70 -4038 -56449971 -120273 -510317255 -388 

475* - 388 ... 

B: I 06 - 68 - 15 13 4 9 2 - 17 - 10 27 - 433 - 39 - 11 11 626 

-12 -4227 -1940 -4 -4224 -212918 -4328 

- II 3 36 - 49' 36 ... 

Bibliography 

1. C. F. Gauss, Untersuchungen aber hohere Arithmetik, Chelsea, New York, 1965, pp. 
425-428 (articles 356-357). 
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3. Maurice Krailchik, Recherches sur La Theorie des Nombres, Tome II, Factorization, 
Gauthiers-ViIlars, Paris, 1929, pp. 1-5. 
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LUCAS' FORMULAS FOR CYCLOTOMIC POLYNOMIALS 

Lucas' Formulas for Cyclotomic Polynomials. Let n be a square-free integer ~ 3 and 
<l>n(Z) the nth cyclotomic polynomial. as defined on p. 306. Then <l>,,(z) is of degree cp(n) 
and can. for n odd. be written in the form 

where Un(z) and Vn(z) have integer coefficients and are of degree cp(n)/2 and cp(n)/2 - 1. 
respectively. Replacing z by (-1 )(n-1)/2z we always get a minus sign in the right-hand-side: 

For n of the form4k+2 we get a minus sign in the right-hand-side by considering <l>n/2( -Z2): 

(However. for n = 2 we instead have -<l>I(-Z2) = Ci(z) - 2zD~:(z).) In this case the 
degrees of Cn (z) and Dn(z) are cp(n) and cp(n) - I. respectively. For example, 

(z30+I)(z2+1) 
<l> (-Z2) = =Z16 + Zl4 - ZIO - Z8 - Z6 -I- Z2 + 1 = 

15 (zlO+l)(z6+1) 

= (Z8 -I- 15z7 + 38z6 + 45zS + 43z4 + 45z3 + 38z2 + 15:: + 1)2_ 

Cn (z) and Dn (z) are symmetric polynomials. Thus only half of the coefficients of Cn and 
Dn need to be displayed in Table 24 below. The above examples are described by 

7 C: I 3 I 3 1 D: 1 I' I 

21 C: 1 10 13 7' 13 ... D: I 3 2 I 23 I 

30 C: 1 15 384543' 45 ... D: I 5 8 8 I 8 8 5 I 

where a vertical bar is placed at the point of symmetry in the case of an even number of 
terms, and an asterisk indicates the symmetric term when the number of terms is odd. 
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TABLES 

Table 24. <l>n« _1)(.-I)/2Z) or <l>./2( -Z2) = C;(z) - nzD;(z) 

n Coefficients of U.(z) and Vn(z) 

2 C: 1 I 1 D: 1 

3 C: 1 I 1 D: 1 

5 C: 1 3' 1 D: 1 I 1 

6 C: 1 3' 1 D: 1 I 1 

7 C: 1 3 I 3 1 D: 1 I' 1 

10 C: 157"51 D: 12121 

11 C: 15-11-151 D: 11-1*11 

13 C: 1 7 15 19' 15 7 1 D: 1351531 

14 C: 1 73 - 7' 37 1 D: 12 -11-121 

15 C: 1 8 13' 8 1 D: 1 3 I 3 1 

17 C: 1 9 11 - 5 - 15" - 5 ... D: 131-31-3 ... 

19 C: 19172731131 ... D: 1 3577' 7 ... 

21 C: 1 10 13 7' 13 ... D: 1321231 

22 C: 1 11 27 33 21 11' 21 .. , D: 1476313 ... 

23 C: 1 11 9 - 19 - 1525 I 25 ... D: 1 3 - 1 - 5 1 7' 1 ... 

26 C: 1 13 19 - 13 - 11 13 7' 13 ... D: 141-41212 ... 

29 C: 115331315574519'45 ... D: 1551711515 ... 

30 C: 1 15 38 45 43' 45 ... D: 158818851 

31 C: 1 154383 125 151 1691731173 ... D: 1 5 11 19 25 29 31 31' 31 ... 

33 C: 1 1637 19 - 32 - 59' - 32 ... D: 156-1-91-9 ... 

34 C: 11759119181 221 243255257' 255 ... D: 1 6 15 26 35 404344 144 ... 

35 C: 1 1848 11 - 55 - 11 47' - 11 ... D: 167-5-8515 ... 

37 C: 1 1979 183285349397477 579 627' D: 1 721 395361 71 87 
579 ... 101 1101 ... 

38 C: 1 1947 - 19 - 135 - 57 179209 D: I 65 - 14 - 21 10 39 14 
-83 - 285' - 83 ... -371 - 37 ... 

39 C: 1 2073 119 142 173 193' 173 ... D: I 7 16 21 25 30 I 30 .,. 

41 C: 1 21 6749735 15 11 - 23 - 65 D: 171133511-9 
-31' -65 ... -71 -7 ... 

42 C: 1 21 74 105 55 - 42 - 91' - 42 ... D: I 7 15 14 1 - 12 I - 12 ... 

43 C: 1 21 81 169223225213223229 D: 1 7 19 31 35 33 33 35 33 

197 159 I 159 ... 2723' 27 ... 

46 C: 123 1032534697591131 1541 1917 D: 1 8255289 138 197256 

307 348 373 I 373 ... 2231 2463 2553' 2463 ... 
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LUCAS' FORMULAS FOR CYCLUfOMIC POLYNOMIALS 

Table 24. <l>n«-I)(n- l l/2z) or <l>n/2(-Z2) = C;(z) -lIzD;(z) 

II Coefficients of Un (z) and Vn (z) 

47 c: 12365 -15 -169 -97179287 -37 -375 -1493111311 ... 

D: 177 -15 -2554125 -37 -491557' 15 ... 

51 c: 1 26 121 245 334431 529548' 529 ... 

D: 1 92641 53 68 77 75 I 75 ... 

53 c: 1 27113103 - 155 - 219 263 513 - 59 - 46575551 93 - 357' 93 ... 

D: 1 9 19 - 1 - 35 - 3 67 41 - 51 - 39 57 57 - 31 I - 31 ... 

55 C: 1 28 158471 950 1419 1637 1472 1024570381' 570 ... 

D: 1 10 39 94 162212216 171 10558 I 58 ... 

57 C: 128121 17534 - 125 - 23100 - 95 - 281' - 95 ... 

D: 1 9 22 17 - 9 - 14 9 5 - 30 I - 30 ... 

58 C: 129 159435729841 799899 1233 1421 1103551 393725967' 725 ... 

D: 1 10 37 78 107 108 107 138 181 1741075269 118 1118 ... 

59 C: 1 29 III 55 - 85 47 11 53 131 - 245 41 103 - III 227 
-1031 -103 ... 

D: 1915 - 5 - 59 - 3 21 - 9 - 25 25 - 11 9 19 - 31' 19 ... 

61 C: 1 31 191 637 1541 29794881 70299125 10953 12397 13511 14379 15053 
15511 15667' 15511 ... 

D: 1 1147 131 281 497761 1037 1291 1501 1663 1789 1887 1961 
2001 12001 ... 

62 C: 131 13993 - 391 - 589 331 1209 249 - 1333 - 841837913 - 217 
-385 - 31' - 385 ... 

D: 1 10 21 - 14 - 77 - 32 117 124 - 85 - 1787 14643 - 60 
-191-19 ... 

65 C: 132 13869 - 290 - 79 582 133 - 791 - 145921 22 - 1057' 22 ... 

D: 1 10 19 - 14 - 38 37 67 - 53 - 86 67 89 - 91 I - 91 ... 

66 C: 1 33 182429697924905693364 33 - 73' 33 ... 

D: 1 11 37 69 102 117 100 67 22 - 6 I - 6 ... 

67 C: 133 193565 1055 1429 1599 18032225263726172195 1869 1875 1865 
1469991 1991 ... 

D: 1 11 4399 155 187 205 243 301 329297 243 225 233 209 147 Ill' 
147 ... 

69 C: 134181367466 529 409256325397562721' 562 ... 

D: 111345161603733445581181 ... 

70 C: 1 35228770179832554911 654580659450 10629 11445 11737' 
11445 ... 

D: 1 1253 146297487686875 1049 1204 1326 1394 I 1394 ... 

445 



TABLES 

Table 24. <I>.«_l)(.-I)/2Z) or <I>./2(-Z2) = C;(z) - nzD;(z) 

n Coefficients of U.(z) and V.(z) 

71 C: 1 35 169 155 - 109 233 597 39 101 445 163293 89 - 203 249 - 49 
-50537137 ... 

D: 1 11 25 1 - 56343 - 9 433721 35 - 19 1 29 - 47 - 35 23' 
-35 ... 

73 C: 1 37265963225737034313 3301 891 - 1823 - 3889 - 5149 
-5777 - 5479 - 3633 - 205 3805 6933 8097' 6933 ... 

D: 1 13 63 181 353489471 259 - 59 - 347 - 539 - 649 - 677 - 559 
-243213 651 913 1913 ... 

74 C: 137203 259 - 14337927259 - 751 629 1279 -777 - 639 1369 
-33 - 1221 653333 - 1145' 333 ... 

D: 1 1233 10 - 25 62 99 - 54 - 35 15841 - 144 65 128 - 127 - 44 

113 -781 -78 ... 

77 C: 138202178 - 601 - 952 749 2129 - 102 - 2759 - 802 24341146 
-1607 - 505 1253' - 505 ... 

D: 1 1230 - 15 - 112 - 37 202165 - 206 - 271 131273 - 59 
-17682182 ... 

78 C: 1 39 254 663 853 468 - 37 39 532 663 173 - 468 - 743' - 468 ... 

D: 1 1351 938220 - 10 32 77 54 - 19 - 76 I -76 ... 

79 C: 1 39267923230347458613 1417321537307334163953901 66993 
8033993269105099115265 123343 128931 1317671131767 ... 

D: 1 13 59 169379729 1257 1983291540495359679382899777 11179 
12423 13455 14229 14705 14865' 14705 ... 

82 C: 1 41 307 1107 2445 3485 2903 451 - 1879 - 1271 2507 5699 4033 
-1927 - 6161 - 33214733100457035 - 1025 - 5279' 
-1025 ... 

D: 1 1469 192341 382203 - 102 - 227 42 497618 143 - 520 - 631 54 
911 1060 343 - 456 I - 456 ... 

83 C: 141239285 - 571 - 13372923031467 - 2257 - 2591 18133329 
-1525 - 4627 403 5583 1707 - 4945 - 3199 3893 I 3893 ... 

D: 11337 -3 -123 -105143269 -41 -351 -67377153 -437 
-323419523 - 235 - 589 55 577' 55 ... 

85 C: 142308 108925404541 69229638 12479 14835 16081 16127 15338 
14049 12495 11121 10557' 11121 ... 

D: 1 1467188378617 8941201 149316941761 171515991441 1274 
1161 I 1161 ... 
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LUCAS' FORMULAS FOR CYCLOTOMIC POLYNOMIALS 

Table 24. <1>. «_l)(n-I)/2Z) or <1>./2 (-Z2) = C;(Z) -lIzD;(z) 

n Coefficients of U.(z) and V.(z) 

86 C: 1 43 279473 - 91 - 129 1459 1161 - 723 387 1859 1161 41 -989 
911 2709 - 1147 - 2709 1143 1505 - 1131 -·2021' 
-1131 .,. 

D: 1 144730 - 37 661896 - 61 152 17968 - 67 - 54 259136 - 309 
-98223 14 - 197 1 - 197 ... 

87 C: 144337 1049 1546413 - 2657 - 5164 - 35932381 82848519 1879 
-6850 - 10811' - 6850 ... 

D: 1 1570 151 135 - 104 - 453 - 539 - 104 615 lOCI} 630 - 287 
-10471 - 1047 ... 

89 C: 145323729471 59373429875683 - 655285529 115807 - 813 
-223739 - 975 121 - 663 - 1213 633' - 1213 ... 

D: 115597519194759111 -11 -477996517 -11179 -23 
-7325 - 161 - 31 - 3 ... 

91 C: 146398 17125027 115782248438604 6051888474 122293 161111 
203238246235287132322848350578368130374137' 368130 ... 

D: 1 1692 319 82017223129511777301097414798 190682356628004 
32059354183781539062139062 ... 

93 C: 146337913 1006 1 - 785 190 1555889 - 956 - 851 1471 2458409 
-1217* 409 ... 

D: 1156411363 -58 -53105158 -9 -13322245175 
-781 -78 ... 

94 C: 147399 16454577 9823 1737526461 3564543475491595296955921 
58891 62139651896754969231 7115974589 80033 86527 91867 
93953* 91867 ... 

D: 1 1689294711 1376224932124105480652855620591762406573 
6856 7059 7228 7491 7950 8589 9230 9635 1 9635 ... 

95 C: 148368861210 - 1221 2622862 - 281 - 3800 17164758 - 3817 
-4699 6320 3294 - 8738 - 1343 9439* - 1343 ... 

D: I 166778 - 64 - 101 198215 - 296 - 203 491 118 - 672 88 777 
-391 - 798 632 1 632 ... 

97 C: 14944920075721 11483 16823 17887 13077 5803191930093211 
-4915 - 20741 - 33801 - 33645 - 20927 - 6763 - 691 
-8752557 15261 3133738721* 31337 ... 

D: 1 17103361857146718371637951321209 383 43 - 1255 - 2887 
-3621 - 2873 - 1343 - 257 - 57 - 21 7972399 
373313733 ... 
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TABLES 

Table 24. <1>. « -1)(·-1)/2z) or <1>./2 ( _(2) = C;(z) - nzD;(z) 

n Coefficients of U. (z) and V. (z) 

101 C: I 51 417 1105929 119471459 121 479 147503 1067 1597 1457 1331 
1261 3 853 1099867767 1289 1351 1245 2523' 1245 ... 

D: I 1777119451763 1733351983131 167 123 151 5321 121898587 
15799205 1205 ... 

102 C: I 51 434 147925692244 551 - 255 946 1887329 - 1938 - 1409 
14792486 153 - 1613' 153 ... 

D: 11787209262144 -1I17164140 -96 -211 -2243156 
-1I0 1 - 110 ... 

103 C: 151451 187348638591 10313 7323 673 - 3697 211 11049 18805 
13567 - 3257 - 17867 - 16279 1771 215192632712521 
-7659 - 16905 -7101 1463331987131987 ... 

D: 1 1797313 667 977 933 411 - 223 - 289 517 1585 1781585 - 1I73 
-1925 - 851 124526052097205 - 1429 - 14073172453 
3401' 2453 ... 

105 C: 15348618573981554253633421269 - 3264 - 5849 - 6769 
-6821' - 6769 ... 

D: I 18 101 282481 556447 191 - 149 - 464 - 634 - 6661 - 666 ... 

106 C: 15350322796897 163773328760579100757 155025223243304167 
395325493165594147695943797485898297998243 1097471 
1I95649 1290709 1378615 14544791513561 15514691564599' 
1551469 ... 

D: 1 18 III 400 10572304 44157668 12249 1820625471 3386643091 
5278462651 725348236592114 101785 111384 120807 129750 
137763 144372 149133 1516461 151646 ... 

107 C: 1 53415849 - 569 - 3051956905 1585 - 11549 - 3329 16577 
3289 - 22583 - 919 29411 - 3591 - 36177 9501 41177 
-16637 - 435392496543967 - 32915 - 42547 
39097 1 39097 ... 

D: 1 176947 - 197 - 243 383 623 - 565 - 1077 801 1469 - 1235 
-1775 1893 1973 - 2703 - 2033 35091865 - 4225 - 1433 
4859871 - 5315 - 281 5497' - 281 ... 

109 c: 1 555592773930724541 54987 109351 197803330591 516469760821 
1063573 1417653 18086012215303 2611733 2970087 3264879 
34768613596301 3625117 3577115 3475919 3351209 3234047 
31515193121875' 3151519 ... 

D: 1 19127505 1483357975251423924717398896045786699118285 
154181 192669231463267939299495323945339867346871 
345721338247327053315109 305265 299741 1299741 ... 
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LUCAS' FORMULAS FOR CYCLOTOMIC POLYNOMIALS 

Table 24. <l>n« _1)(n-I)/2z) or <l>n/2( -Z2) = C;(z) - nzD;(z) 

n Coefficients of Un(z) and Vn(z) 

110 C: 1 55468 1210 488 - 1925 - 2169 440 2710 1430 - 2541 - 2090 
1417 1870482 - 1155 - 1066275 - 901101041' 110 000 

D: 11883111 -68 -240 -99174254 -62 -298 -18197120 
-37 - 138 - 28 26 - 24 70170 000 

III C: 156541217150328231 102439584683536651354110924074514 
6859 7823 7444 6359 5593' 6359 00 0 

D: 1 19 11233163390297579349621991 156319547718735661 
5521552 000 

113 C: 1575231547831 - 3467 - 3809 6851 12207 - 4875 - 186151323 
230915631 - 18175 - 5045 1317575 - 106158009 15473 
-11141 - 23043 7145 25813 - 3403 - 26935 - 64524281' 
-645 000 

D: 1 1997155 - 101 - 46351 1123561 - 1417 - 1169 1485 1787 
-899 - 1497675921 - 835 - 333 1543421 .- 2131 - 1053 
20951457 - 1947 - 1759160111601 000 

114 C: 1575422109 4909 912015443236553355045771 596337398688783 
103227 115838 126597 135451 140790 142325' 140790 000 

D: 1 19 109 315 636 1124 1813 2655 3687 4926 6253 7618 9006 10284 
11371123021298513296113296 0 00 

115 C: 1 586183141 10270245394572269092870499364088321 75788 
6271354621 54485620697363283487876298641583281 81088 
80433' 81088 0 0 0 

D: 1 20 139554 153232135370738785748604 7697642753894988 
53596313 7377 805381607913 7645 7515 1 7515 000 

118 C: 1 5961930098961 179952459920237 1685 - 21889 - 33465 
-2295127252578333211 25429 11813 1475 -- 1897 - 53141 
-3481 - 6977 - 1711 147573168333031 13865 - 12375 
-24485' - 12375 000 

D: 1 20 135504 1225 20382231 1148 - 967 - 2776 -- 2849 - 1010 
1443292228291720539 - 98 - 137 18 - 117 - 532 - 541 
506 2231 3226 2353 24 - 1959 1 - 1959 0 0 0 

119 C: 1 60 580 1852 1877 - 112 127445492852 1275 - 144 - 743 5649 
3290 - 4563 - 220 239325553009 - 4651 -- 4090 3726 528 
-4381 - 4333' - 4381 000 

D: 1 20 10820380 - 10 302387 15584 - 117200 593 - 154 - 321 
197 180334 - 36 - 587 43 321 - 249 - 4141 - 414 000 
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TABLES 

Table 24. <l>n« _1)(n-I)/2z) or <l>n/2( -Z2) = C;(z) - nzD;(z) 

n Coefficients of Un (z) and Vn (z) 

122 C: 161579164769 - 6771 -79579699264292989 - 45313 - 38857 
4123783021 1511 - 101565 - 67247 69113 1127552623 
-103015 - 665514565981191 14989 - 49715 - 39453 12139 
29541 1037 - 19449' 1037 ... 

D: 120103138 - 269 - 840 - 117 18961891 - 2038 - 4833 - 294 
68595050 - 5377 - 9562 - 15 101906359 - 5736 - 9343 - 850 
71495034 - 2221 - 4904 - 12352544 1653 - 1242 1 - 1242 ... 

123 C: 1 62661 28676364 7001 1063 - 6358 - 5999 - 595 - 2294 - 8917 
-3629 13082 179354541 - 2894 65638557 - 10804 - 24647' ... 

D: 121 136417667432 - 283 - 667 - 282 - 11 - 543 -766413 
1649 1116 - 13965 932 53 - 1869 1 - 1869 ... 

127 C: 1 636833389 1044922765381135282965511 772578795394959 
9652994367916619062193047100171 110253118431 120645 
116987109847101017 91569 82863 76423 73213 74319 80709 
9050598163 198163 ... 

D: 1 21 145 555 1421 2689 4057 5269 6339 7353 8173 8553 8493 
824580598101 8521 9327 10197 10681 10597 100899369 
85457721 703765976491 6821 7583 8433 8809' 8433 ... 

129 C: 1 64 661 265358429235 11875 1156677592035 - 3866 - 8081 
-10271 - 10742 - 11267 - 11939 - 10988 -7685 - 881 
7972 1534918271' 15349 ... 

D: 1 21 128367665948 1075881444 - 91 - 549 - 830 - 937 
-959 - 1032 - 1031 - 855 - 416 309 1061 1542 1 1542 ... 

130 C: 1657484030 140483672578581 145990245540384410 569349 
804375108920214197951789837219095526116893037190 
345060538351954175611445802546700984801745 
4846383' 4801745 ... 

D: 1 22 16368920524811 9533 1677927154412905968582509 
109556140360174284210470247758284735319907351860 
379317 401127 416294 424074 1 424074 ... 

131 C: 1 65639 1891 1211 - 1365 105 885 - 1149845 - 639 - 1623 - 557 
21633449 - 18452209 - 2433 - 855 4173 - 1655 - 1151 
-50532981 - 187 19574089 - 439915257174607 - 3191 
-2105 1 - 2105 ... 

D: 121111175 -21 -105105 -39 -3167 -155 -811535923 
-31 125 - 365327 65 - 103 - 315 - 165311 - 159523 
-155 - 143123233183 - 44315' - 443 ... 
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LUCAS' FORMULAS FOR CYCLOTOMIC POLYNOMIALS 

Table 24. <1>. (( _1)(n-1)/2z) or <1>'/2 (-Z2) = C;(z) - IlzD;(z) 

n Coefficients of Un(z) and V.(z) 

133 C: 1 66 748 3832 11971 25550 39046 43191 35028 25976 33799 61209 
847287458531193 - 44701124872621 1198699869725163 
-2100321302 122363 184873 14595148171 - 2837' 48171 ... 

D: 122 158619 158428523708349325522341 3987655673624787 
783 - 368 3395 8887 103085571 - 587 - 995 6071 14261 
15435 8500 947 1 947 ... 

134 C: 1 6770323452069 - 12733111 11725921 -7705 1549919497 
-12203 - 2881 28871 5829 - 12783 11591 9739 1541 12801 
-10653 - 1147336917 4013 - 48441 1741943349 - 36459 
-25661 31887 - 3015 - 176356499' - 17635 ... 

D: 1 22 12723827 - 60 741 778 - 605 1302077 318 -- 1349 1468 
2043 - 890 - 153 1374 161 734469 - 1790 12432984 - 2907 
-22744235408 - 42219821967 - 1802 - 173 1 - 173 ... 

137 C: 1 69771 29033071 - 5415 - 11985823733521 1161 - 58129 
-201478977363183 - 109663 - 120525 119545200699 - 99171 
-2860075065937343538673 - 439163 - 161411 467625 306333 
-445967 - 455713 365695 579291 - 242827 -·66671982147 
692513' 82147 ... 

D: 123 145319 - 5 - 915 - 48720932253 - 2819 -·479532398869 
-1783 - 13157 - 1179 179436941 - 21399 -·1462323249 
24493 - 21693 - 34945 1622944475 - 6797 -- 51401 - 5999 
5376719807 - 51663 - 33539 44225144225 ... 

138 C: 1 6979436578737 10764 1151 - 20769 - 39830 - 35949 - 5221 
35052634756920748044 - 1725 - 67295 - 113712 - 106243 
-44091 3740898601 120167' 98601 ... 

D: 123159519910 664 -755 - 2729 - 3539 - 1977 129644015914 
52972254 - 2920 - 8132 - 10029 - 6840 - 251 61549768 I ... 

139 C: 1698174439157674261994083 177323293563435901590593 
740963873439980579 1062391 1123681 1171561 1214421 1260651 
13192931395531 1488437 1587801 16770191741315 1774391 
1785229 1791973 1815109 1865897 19416392029357 2110551 
2171649220357312203573 ... 

D: 12317373922635491 11151 1964130721434915659968709 
78911 868899289597437101199104881 109243114939122163 
130479138653145295149411 151111 1516391:52709155809 
161259168381 175725181875185889187241' 185889 ... 
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TABLES 

Table 24. cl>n«-I)(n-I)/2z) or cl>n/2(-Z2) = C;(z) - nzD;(z) 

n Coefficients of Un (z) and Vn (z) 

141 C: I 7079334998452 15115 25549405585770977917 100522 121033 
139189 152848 158641 158305 149896 133123 11325190076 
66361489913694031537' 36940 ... 

D: I 23 154485969 165827494119566875159361 1098012373 13193 
13408 13083 11975 103968603654747823575277912779 ... 

142 C: I 71 8875041 174934210375983 110121 138909 165643 193211 213213 
213029193191 169871 158969163685178423199387228265 
266129305087328171 321133285509236643 188231 144201 
10788590951 104463144769195881242607275375287337' ... 

D: I 24 1918302371 4900 7853 10502 1276915068 17209 18132 
17185 15168 13623 13398 14281 15786 178452066824035 
26834275892568821957 17786 13899 1045080637864 
10249 14272 185032192023857 123857 ... 

143 C: I 72 840 3298 3480 - 8442 - 23627 - 4939 48620 56056 - 35750 
-1l8515 - 44171 119725 144594 - 22600 - 167128 - 109167 
6698716051787593 -76362 - 173821 - 85981 124277211707 
30651 - 214336 - 19309589039261241' 89039 ... 

D: I 24 158360 - 56 - 1479 - 1717 17625380 1654 - 7532 - 8655 3415 
134196312 - 9554 - 13735 - 1889 11167 11975660 - 12000 
-12939141916671 12563 - 8991 - 20763 - 548517867 I ... 

145 C: 1 72 888 4939 1717042861 82152 125408 154789 152640 110821 34732 
-58472 - 145491 - 205030 - 226824 - 183227 - 140351 - 89050 
-30304 29452 79733 112399 124250 115876928126797357219' ... 

D: I 24 187 802 2336 5079 8660 11881 13160 11350 6329 - 924 - 8657 
-14922 - 18327 - 18643 - 16696 - 13524 - 9614 - 5013 
746848186 10046 10165 8765 6608 498614986 ... 

146 C: 1 7383931393477 - 2263 - 3445 4015 5469 6205 1699 - 11461 
-386376651129910439 -11227 -18031 -5131511117573 
-1387 - 21861 - 20513 78012576910443 - 12629 - 27139 
-693524587 22411 885 - 23871 - 200731277529121' 12775 ... 

D: I 24 153 332 89 - 362 15474441 492 - 479 - 878 295 770 108386 
-1571 - 852 6831566 839 - 1092 - 2063 - 69617531726 
-105 - 1860 - 182395822851064 - 1035 - 2276 - 357 2060 I ... 

149 C: I 75913 3865 6455 4245 7877 22821 2065960932170940099 19797 
3041 1845529139 16341 - 6345 - 96332377330543 - 15427 
-1l199 47961 47027 7117 19201 54553 57977 38021 21417 
3435952659286515299191252111310891' 21113 ... 

D: 1 25 173 461 471 343 1251 2083 963 789 2855 2761 589 687 2191 2059 
401 - 10533792929737 - 2057 1577 478520074553189 
4979 4039 2243 1949 3855 3729 991 811 1971 1173 1 1173 ... 
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LUCAS' FORMULAS FOR CYCLOTOMIC POLYNOMIALS 

Table 24. <l>n«-1)(n-I)/2z) or <l>n/2(-Z2) = C;(z) - n::D;(z) 

n Coefficients of Un(z) and Vn(z) 

151 C: 1 75963561521191 61245 147973314011 601979 I06D813 1740103 
26833933920163545814772797699344281 11593887 13962915 
16390403 1883289321272247237167752619693328755337 
314315573424634337190305402185994325285146191639 
489272275136293153427867550869335634208557223357 
57774333 58036881 I 58036881 ... 

D: 1252039253011 7893 17791 3578965663111485177119265623 
378575515581674221 850409 1039009 1234729 :1433207 1631893 
183040520303912234957244761726709692905561 3149207 
3396831 364096938729274084221426790144195894537979 
4624505468231947150514725591' 4715051 ... 

154 C: 1 77 1040 6468 26074 79772 200638 435281 840701 14770142397654 
3639097521272571007869256967 11612293 14085508 16595656 
1907411921472913 23767558 25953543 28036962 30022377 
319016303364707535210781365295703753514738166590 
38382015' 38166590 ... 

D: 1 26224 1091 3781 10411 242034938590766 153026239886353337 
493141 656685839238 1034627 1236186 1437781 1634656 1823893 
2004393217633523402732496158264258627764902893314 
298764030541353088552 13088552 ... 

155 C: 1 789884311 6470 - 2561 - 10848 1206234259 - 2800 - 32759 
2169853898 - 7959 - 31810 28299 45827 - 3648 - 26466 7110 
40381 11613 - 38872 - 14904 33630 2379 - 40343 - 13068 
13214 - 11610 - 33139' - 11610 ... 

D: 1 26 187498286 - 729 2281 1812 - 2164 - 106540522341 - 2692 
-42639141916 - 1841 - 1161 23142774 - 1464 - 3031 1239 
2242 - 2104 - 2692 513 409 - 2170 I - 2170 ... 

157 C: 1 79 111972912943983439 176063283379347769319107220813 
167965281549552191800553819759588761329115312607 
597421 967893 1145079 1048929850235784555933761 1176729 
132323312910951178151 11729671368771 16402651728845 
1502537 1141461 1011331 1298627 1781591 2017315' 1781591 ... 

D: 1 27245 12294115 10015 18431 25941 2761321799 14335 1597532345 
55399675515795535373223153398763169871798978575511 
630796672384285101463 105931984079192599621 120569 
137427131797 1050678198588357123155 155973 I 155973 ... 
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TABLES 

Table 24. <l>n«-l)(n-I)/2z) or <l>n/2(-Z2) = C;(z) - nzD;(z) 

n Coefficients of Un (z) and Vn (z) 

158 C: 1 79 987 4029 390 1 - 12245 - 24989 22041 81461 - 12877 - 179957 
-41475313237 171035 - 448609 - 389075 540093 686747 
-540437 - 1032135411201 1368675 - 138701 - 1628427 
-264807 1733339742359 - 1624635 - 1201067 1283355 1525203 
-755319 - 1615783 144491 1426843419253 - 976595 - 811409 
347595 952977' 347595 ... 

D: 126181416 - 155 - 1808 - 837 4834 4717 - 8784 - 13093 11936 
26949 - 11238 - 45221 377665067 12328 - 82435 - 37284 
9256368832 - 91341 - 10272275663 132106 - 45605 - 149352 
5059 147864 37845 - 125116 -72971 84064 91501 - 32208 
-88131 - 20058 62939 1 62939 ... 

159 C: 1 80 10936131 1931241255667878497486653761876879479115 
106945 132596134437 108569762166428379507 104396 109165 
83003 46234 27347 39925 68552 82837' 68552 ... 

D: 127224915232942946153697765125633564972769645 10891 
9846 7237 5287 5478 7345 8787 7868 5079 2627 23764297 
626716267 ... 

161 C: 1 8098638744313 - 2954 - 1008 12629374 - 16080738 10137 
-763 - 11452 - 4941 14549 11892 - 8502 - 12893 13377 
14756 - 12767 - 14403 241 17102 - 2873 - 177897977 7421 
2551 - 3259 - 9148 4172609' 417 ... 

D: 1 2617639592 - 364 526 843 - 906 - 812705453 - 558 - 892 
439 1337 160 - 1181 - 107 16344 - 1351 - 655833979 
-1343 - 423 928 251 121 - 681 - 357191 1191 ... 

163 C: 1 81 1121 69172607968901 138431 225947 321745430327563737 
711927832027887093893771 907413 949931 978545952427 
914035 960557 1124081 1317293 1429833 1457661 1492625 
1579305 1628867 1515473 1243067965847821181 778213 
699405544275446891 549611 799815986729986989901839 I ... 

D: 1 27 235 1107 3451 7883 14157 21379 29259 38669 49981 60989 
67999699597023772575759637613372741 7219980741 
95965 108655 113529115025 120009 126725 125063 109005 
856536849162299587654904337331368795234171585 
79001 73839 69359' 73839 ... 

165 C: 1831176683721936456827037392004 113178 132489 145987 
156351 161606 147567 1110996868329232 - 10813 - 43515 
-56763 - 57905' - 56763 ... 

D: 1 28 241 10 15 2580 4545 6341 7983 9608 10894 11781 12486 12284 
1022369743800 718 - 2268 - 4095 - 4503 1 - 4503 ... 
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LUCAS' FORMULAS FOR CYCLOTOMIC POLYNOMIALS 

Table 24. <l>n«-1)(n-I)/2z) or <l>n/2(-Z2) = C;(z) - n.zD;(z) 

n Coefficients of Un(z) and Vn(:,:) 

166 C: 1 83 1203788532609 99683 244471505885916081 14944152252279 
32063734389733584859576213719712245 12079461 14650911 
173583552016393723055473260109552895935131772317 
343002573643077538126683394132974032474140853679 
409482874056234939719589385389753719633135848945 
34579993334049273233144331419401 3078792930560019' 
30787929 ... 

166 D: 1 28257 13024567 12410 27811 5362291855 143600 209807292348 
394425519588669711 843324 1035729 1241130 1455277 1676452 
19037572133866 2358899 2567542 2749079 2897558 3012899 
3098010 3154245 3179044 3167947 3119560 3039485 2939806 
283419327322562637431 254991824719452410728 
2376409 I 2376409 ... 

167 C: 1 83 106543734127 - 14085 - 33807 18697962962709 - 93199 
-1581294103522455156961 - 216735 - 136349 138503 125303 
-62681 - 1744782261 - 101627 - 210429 129653360383 
-37723 - 423843 - 101363360979 176217 - 230777 - 139647 
13998339545 - 15305325443235897 16127 - 292089 - 140487 
256857 I 256857 ... 

D: 1 27 191437 - 185 - 2101 - 196932797107 - 531 - 12095 - 6551 
12731 14315 - 7927 - 17771 971 13893 1625 - 5803 4459 1591 
-15969 - 6345 2429717409 - 23137 - 26697 1406927281 
-4743 - 19613 2017 10857 - 6793 - 83671311713757 - 13285 
-218355521 25543' 5521 '" 

170 C: 1 85 114852708468 - 1615 - 11119 15300 40620 3910 - 24601 21165 
46362 10030328231535 28119 - 1955 - 15754335043111 
-24225 - 20377 33915 38 - 28135 12641 - 6545 - 47685 
-18530 - 2111 - 26095 - 37723' - 26095 ... 

D: 1 28213 597 412 - 701 - 200 2590 2223 - 1473 - 587 3338 2361 - 86 
13692733 1004 - 675 14654238780 - 2854 930 2132 - 1951 
-665 1114 - 2627 - 2999 - 230 - 990 - 2676 I - 2676 ... 

173 C: 1 87 12336131 10879 - 6765 - 50273 - 4595367931 16133529011 
-222505 - 220709 88181305341 184195 - 90495 - 298583 
-31690723233532747493713 - 276329 - 791537 - 288531 
536751654379123373 - 422047 - 635229 - 290847 524949 
904983150839 - 875267 - 815507194993880919591515 
-257525 - 849653 - 564983 391721937115' 391721 ... 

D: 1 29235725491 - 2131 - 4617 - 5 101019689 -7981 - 20569 
-6457 17867214693655 - 15955 - 26039 - 148952255947331 
12021 - 48915 - 49849 125455389532561 - 13467 - 44363 
-41391 74476395949725 - 32749 - 77425 - 26889 49313 64649 
14255 - 48339 - 63149 - 8651 59873 159873 ... 
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TABLES 

Table 24. <l>. « _l)(.-I)/2Z) or <l>./2( _Z2) = C;(z) - nzD;(z) 

n Coefficients of U.(z) and V.(z) 

174 C: 1 87 126273952434955680 100055 146769180070189225 166583 
117972 57721 - 4089 - 48490 - 66903 - 56141 - 7482 63629 
144681 219346 257259 256817 214542 13829559943 - 13114 
-62379 - 75365' - 62379 ... 

D: 1 29253 1077 2892 5810 9413 12575 14271 13797 109546728 1971 
-2241 - 4608 - 5006 - 2738 2013 7824 14029 18470 19828 
18306 135277462 1693 - 3224 - 5496 I - 5496 ... 

177 C: 1 88 1261 7003 19366 27307 12535 - 13970 - 8447 34585 48706 - 6779 
-61817 - 28256 57049 73879 - 2708 - 61043 - 20759 49150 
45361 - 17429 - 53480 - 39497 - 15533 - 3320 3385 2533 
-9314 - 17291' - 9314 ... 

D: 1 29246949 1895 1744 - 135 - 1313 86037652083 - 3126 - 4319 
116959823167 - 3185 - 3916 13994425 1186 - 3201 - 3809 
-1980 - 61735336 - 193 - 1131 I - 1131 ... 

178 C: 1891379952339661 112941231739343451339917134301 - 224873 
-525901 - 530779 - 183607311427633591 582045203365 
-256825 - 503829 - 364843 76273487791 527147 162509 
-260859 - 348817 - 57049 291125 376381 191451 - 36757 
-123755 - 43699 144687 342383 388845 155661 - 257509 
-523409 - 399027 4005 359171 497599512561' 497599 ... 

D: 1 3029315365237 12616220692724019757 - 2722 - 29943 - 43108 
-295194918383674929031585 - 2686 - 31673 - 36300 
-12401233124243128508 - 5319 - 27022 - 17651 1013828139 
229125061 - 7704 - 7629 3138 18821 2965823091 - 3456 
-32283 - 38374 - 15925 1539234011 38284 I 38284 ... 

179 C: 1 89 1231 56278837 1301 55053678729941 4549566197772335593 
86897 114417 75897 148597 14870790227217121 19938590505 
25290922278785733279613 20361542041 280849 152189 
-28741 25165568131 - 118827 195779 - 35209 - 203263 
129325 - 146953 - 262117 78639 - 254019 - 295703 71389 
-310273 I - 310273 ... 

D: 1 29223613457 - 57 15453115829 16936077 3953 3673 8745 6621 
7577 129237641 10525 18513 8851 1148921641 8827 1239722769 
5321 1114321745 - 499791918145 - 8209 3157 12425 - 16211 
-14815433 - 23425 - 4143 - 1157 - 29631 - 4171 - 4003 
-32865' - 4003 ... 

All the above values for 122 ::: n ::: 179 have graciously been contributed by Richard Brent. 
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algorithm 4, 242 
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- theorem 60 
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continued fraction method 155, 193 
convergent 330 
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cri tical table 15 
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- field 131, 256 
- polynomial 134, 305, 426, 443 
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334 
direct product 251 
Dirichlet 58 
divisibility in Q(,JD) 290 
- in Z(z) 299 
- of Un 112 
divisor 261 
divisor of zero 253 
Dixon 131 
double length multiplication 358 
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Erdos-Kac theorem 158 
Euclid 2, 37, 261 
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Euclid's algorithm 145, 168, 171, 193, 
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Euclid's theorem 40 
Euler 37, 44, 151, 167,278,279,294 
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Euler pseudoprime 90 
Euler's constant 51, 66 
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- function 268 
- factoring method 151,316 
- theorem 250, 269, 274 
Euler-Maclaurin formula 45, 372 
expand 361 
expansion of squa(l! root 337 

factor, algebraic 166,304, 309, 314 
- , primitive 166, 306 
- , special 206 
factor base 194, 202, 215, 244 
factor table 3, 399-414 
factors of certain forms 165 ff. 
factoring, strategy for 219 
factorization of polynomials 304 
factorization, typical 157 
- , standard 262 
fast multiplication 357 
Fermat 88 
Fermat number 100, 167,203, 218, 

384 
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Fermat's 
- conjecture 256 
- factoring method 147, 158, 170 
- test 85, 243 
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261,295,300 

Gage 120 
gamma function 45 
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Gauss 37, 41, 186,262,279,294,315, 
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Gauss' formula 41, 436 
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- integer 287-289, 294 
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- sum 131 
GCD 240, 261 
general primality test 96, 131 
general number field sieve 216 
generator 240, 271, 306 
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Granville 95 
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group 246 
- , abelian 248, 252, 268 
- , abstract 250 
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Gruenberger 4 
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higher degree congruence 253 
Holdridge 206 
homogeneous coordinates 319 
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homomorphism 257, 260, 272 
Hudson 74-78 

information content 227, 243 
Inkeri 129 
integer of Q(.Jij) 286 
integer of Q( H) 288-289 
integer of Q( v=z) 299 
integers, smooth 164 
integral, Riemann 366 
integral, StieItjes 367 
inverse character 259 
inverse element 246 
inversion formula 49 
irrational number 332 
isomorphic groups 250, 270 
isomorphism 258 
isqrtd 190 

Jacobi 281, 321 
Jacobi 283 
Jacobi sum 131 
Jacobi's symbol 258, 281 
Jaeschke 92 
jump discontinuity 365 

kth largest prime factor 162 
Kac 158 
Kahan 177 
Karst 38 
Keller 398, 415 
kernel 273 
key 226, 233 
Kilian 137 



Knoll 129 
Knuth 161 
Komer 121, 126 
Kra"itchik 173, 194,316 
k-tuples conjecture 66 
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Kummer 296 
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Lagrange's theorem 229, 249 
Lander 79 
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Legendre to, 37, 41, 173,279 
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- factoring method 155, 194 
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- symbol 276, 279, 283 
- theorem 165,308 
Lehman 149 
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Lehmer, D. N. 3 
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Lehmer's theorem 96 
Lenstra, H. W., Jr. 106, 131, 173, 

209,218 
Lenstra, A. K. 208, 218 
Lenstra's primality test 134 
let 351 
L-function 92, 258 
lincon 336 
linear congruence 264, 334 
linear diophantine equation 246, 

264, 336 
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lix 42, 50, 381 
logarithmic integral 42, 47 
Lucas 96, to7, 120,309 
Lucas 
- formula 309, 443 
- probable prime 130 
- pseudoprime 130 
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- sequence 107, 115, 123-129, 284 
Lucas' test 117-121, 124-129,284, 

361,364 
Lucas' theorem 309 

Machin's formula 294 
Maier 82 
Mapes 23, 35 
Manasse 218 
Mapes' algorithm 30 
Mapes' method 23 
mapping 257 
mean value theorem 371 
Meissel 11 
Meissel's formula 12, 18, 35 
Mellin transform 47 
Mersenne number 117, 207, 312, 361, 

399 
Mersenne prime 120, 364 
Mertens' theorem 66 
midpoint sieve 70 
Miller, Gary 92 
Miller, Victor 34 
Mobius' function 49,308 
module 239, 253, 255 
Montgomery 224, 321 
Morain 139, 415 
Mordell's theorem 326 
Morrison 173, 193, 202-204 
Morrison-Brillhart':, method 193-204, 

244 
mul351 
MPQS 207 
Mullin 203 
mUltiple-precision 343 
MultiplePrecisionPackage 349 
multiplication algorithm 357 
multiplication, fast 357 
- , recursive 360 
Mul tiPollard 355 
J.L(n) 49 

Naur 203 
negative block 77 
negative region 74 
neutral element 246 
noise 227 



non-residue 276 
norm 287, 298 
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